

## Abstract:

Ve report on our efforts to implement overlap fermions on NVIDIA GPUs using CUDA, commenting on the algorithms used, implemetation details, and the performance of our code.

- The overlap Dirac operator [1] is the only known practical lattice Dirac operator with exact chiral symmetry. - It has various advantages over other discretisations: exact chiral symmetry, no additive mass renormalisation, solid - It has various advantages over other discretisations: exact chiral symmetry, no add
- It also has two major disadvantages: computational cost and algorithmic complexity,
- A GPU cluster provides a powerful way to have a low (finacial) cost, energy efficient supercomputer.
- GPUs are ideally suited for lattice QCD, constrained only by memory requirements on larger volumes.
- We here report on our attempt to write an overlap production code for the GPU architecture, based on the CPS - Our first physics goal is to test this code with a computation of the quark condensate (see talk by Hwancheol Jeong) - Our code will later be used in computations of $B_{K}$ and $\epsilon_{K}$.
- See [2] for another project implementing overlap fermions on GPUs.

$D[\mu]=\frac{1}{2}\left(1+\mu+(1-\mu) \gamma_{5} \operatorname{sign}(K)\right)$.
- We use the Wilson Kernel for $K$ (with $m_{W}=1.5$ ).

$$
\begin{aligned}
K & =\gamma_{5}\left(D_{W}-m_{w}\right) \\
\left(D_{W} \psi\right)(x) & =4-\frac{1}{2} \sum_{\mu}\left[\left(1-\gamma_{\mu}\right) U_{\mu}(x) \psi(x+a \hat{\mu})+\left(1+\gamma_{\mu}\right) U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right] .
\end{aligned}
$$

- For our tests, we apply 3 steps of over-improved stout smearing [3] with parameters $\rho=.1, \epsilon=-.25$.
- We calculate the matrix sign function using a Chebyshev Polynomial approximation and deflation of the smallest
eigenvector/eigenvalues pairs, $\phi_{i}, \lambda_{i}$, of $K$

$$
\operatorname{sign}(K)=\sum_{m} \alpha_{m} T_{m}(K)+\sum_{i} \phi_{i} \phi_{i}^{\dagger}\left[\operatorname{sign}\left(\lambda_{i}\right)-\sum_{m} \alpha_{m} T_{m}\left(\lambda_{i}\right)\right]
$$

- $T_{m}$ are the Chebyshev polynomials of the first kind, and $\alpha_{m}$ are the appropriate polynomial coefficients.
- We chose to use the Chebyshev Polynomial because it is efficient and requires less memory than other approaches.
- Our code was written in the CUDA language, built on a C++ code which extends the CPS library.
- CUDA is an extension to C++ that incorporates kernels, to be run in a threaded environment on the GPU, as well as routines to transfer memory from the GPU to the CPU
- The GPU serves as a very highly threaded co-processor for the CPU.
- The memory on the GPU is stored in various locations. Shared memory and registers have the fastest access, then
the cached texture (permament) and constant memory, followed by the global memory, which holds most of the datathe cached texture (permament) and constant memor, - There are two primary memory bottlenecks: transfer from the GPU to the CPU (very slow) and transfer from global
memory to the registers (very important). memory to the registers (very important)
- The GPU/CPU bottleneck is not so important for our code, since most calculations are performed entirely on the
GPU, and we can overlap communication and computation. The exception to this is the deflation of small eigenvectors, GPU, and we can overlap communication and computation. The exception to this is the deflation of small eigenvectors,
where the GPUUCPU bandwidth was significant when we tried to use the GPU for this calculation. We resolved this problem by using the CPU for deflation, while the GPU computed the polynomial part of the matrix sign function. - One important optimization of the code was to merge numerous CUDA Kernels together. This saves on memory
bandwidth between qlobal memory and the registers, and reduces the kernel launch overhead. The most important bandwidth between global memory and the registers, and reduces the kernel launch overhead. The most important gain was by merging together the Wilson matrix and polynomial algebra for the matrix sign function into a single
GPU Kernel.
- Because of our unique needs, it was difficult to integrate our code into the QUDA library [5]. We therefore wrote our own Wilson Matrix Kernel, linear algebra routines, and GPU/CPU transfer routines, though based on the implementation in QUDA. Unlike QUDA, we do not use odd/even preconditioning.
- We achieve a similar performance for the Wilson Matrix in our own code and the QUDA implementation. The table
below gives a comparison between QUDA and our code (OC) for various rout tines for 1 and 2 procestors. below gives a comparison between QUDA and our code (OC) for various routines for 1 and 2 processors. - The improvement in the time for the sign function between our code and the QUDA code are due to the optimisations we were able to perform by merging the Wilson operator and the rest of the sign function code.

| Lattice |
| :--- |
| Wilson |
| $8^{3} 32$ QUDA 1 GPU |
| $8^{3} 32$ QUDA 2 GPU |
| $8^{3} 32$ OC 1 GPU |
| $8^{3} 32$ OC 2 GPU | | Sign Function $(\mathrm{s})$ | s | 0.2282 | 0.195 | 0.248 |
| :--- | :--- | :--- | :--- | :--- |

 | Wilson Matrix $\left(10^{-3} \mathrm{~s}\right)$ | 7.092 | 3.842 | 6.759 | 3.625 |
| :--- | :--- | :--- | :--- | :--- |
| Sign Function $(\mathrm{s})$ | 16.58 | 9.77 | 15.31 | 8.71 |

| Sison Matrix $(\mathrm{s})$ | 16.58 |
| :--- | :--- |

- A optimal inversion routine for the overlap operator is the Shifted Unitary Minimal Residual algorithm (SUMR) $[6$, - A optimal inversion routine for the overlap operator is the Shifted Unitary Minimal Residual algorithm (SUMR)
This can be combined with a computation of the eigenvectors and deflation $[8]$ to form the eigSUMR algorithm $[9]$
- During the inversion, the accuracy of the matrix sign function can be relaxed as the inversion proceeds [7]. Furthermore, - During the inversion, the accuracy of the matrix sign function can be relaxed as the inversion proceeds [7]. Furthermore, oy incorporating the low accuracy eigSU NR inversion as a preconditioner for a flexible GMRES inverter 110, the bulk
of the work can be done calling a low accuracy matrix sign function in single precision. Incorporating deflation, this
gains roughly a factor of 20 performance gain over a naive CG inversion. This is the GMRES (eigSUMR) algorithm. gains roughly a factor of 20 performance gain over a naive CG inversion. This is the GMRES(eigSUMR) algorithm. - However, the computation of the overlap eigenvalues requires a high accuracy matrix sign function, and cannot be efficiently relaxed 9 ].
- An alternative is to use a Wilson operator to precondition the overlap inversion [11]. One uses a low accuracy Wilson operator inverter as a preconditioner for a low accuracy overlap operator in a flexibe GMRES algorithm,
turn is used as a preconditioner in a second GMRES algorithm. This is the GMRES ( $\alpha$ MGOv) algorithm.
- It is important to tune the $\kappa$ value of the Wilson operator to get best performance. We do this numerically by finding - It is important to tune the $\kappa$ value of the Wilson operator to get best performance. We
the $\kappa$ that minimizes the residual for a fixed number of GMRES $(\alpha \mathrm{MGOv})$ iterations.
- We use an adaptive multi-grid algorithm $[12](\alpha \mathrm{MG})$ with ten inexact deflation vectors for the Wilson inverter. We
have not yet fully tuned and optimized this inversion algorithm. The setup time for the inexact deflation is negligible have not yet fully t.
for our application.
- Our $\alpha \mathrm{MG}$ algorithm is not yet fully tuned or optimised. We use 10 inexact deflation vectors
- We see more than a factor of 36 gain for $\alpha \mathrm{MG}$ over a straight-forward CG inversion on our largest volume.
- We find that the GMRES( $\alpha$ MGOv) algorithm is superior to GMRES(eigSUMR) by about a factor of 5 on our largest
volume and smallest quark mass. It has much better scaling with lattice volume than the eigSUMR routine.
- We use a relative inversion accuracy of $10^{-6}$ for Wilson fermions and $10^{-13}$ for overlap fermions.
- The Wilson inverters are in single precision; the overlap inverters use mixed precision.
- We have implemented a code for overlap fermions on GPUs using the CUDA programming langauge. - Our code runs a factor of 200 faster than the CPU code for the matrix sign function on our larger test lattices - Our code scales well with the number of processors in our production environment.
- Our Wilson operator and linear algebra routines are competitive with the QUDA library
- We have implemented inversion, eigenvalue, and conserved current routines using the latest algorithms. - We have confirmed that the $\operatorname{GMRES}(\alpha \mathrm{MGOv})$ algorithm performs well on large volumes.
- We are able to perform an overlap inversion on $2 \mathrm{CPU} / \mathrm{GPUs}$ on a $20^{3} \times 24$ lattice at $m_{\pi} \sim 280 \mathrm{MeV}$ in $\sim 40$ minutes. - Eigenvalue routines for overlap fermions remain a bottleneck - we are working on it.
- This code will eventually be used for calculations of $B_{K}$ and $\epsilon_{K}$ to check the ongoing SWME Staggered simulations [13].
- We pre-compute a number of eigenvectors $\phi$ of the Kernel operator $K$ (the number calculated is limited by the system memory; the number used depends on the desired precision of the matrix sign function approximation) using
a polynomial preconditioned Implicitly restarted Lanczos routine. These eigenvectors are stored in CPU memory. - We compute the polynomial term on the GPU while simultaneously using the CPU to perform the deflation. - Our tests are performed on a Desktop Computer, with a quad core Intel Xeon ( 2.5 GHz ), and two NVIDIA GK110
(GeForce GTX Titan) GPUs. (GeForce GTX Titan) GPUs.

\section*{Memory (MiB) GPU details: <br> | Memory (MiB) GPU details: | 6144 |
| :--- | :--- | :--- |
| Memory Bandwidth (Global Memory) (GB/s) | 688 |
| Single Precision Processing Power (GFlops) | 4500 |
| Dos |  | | Single Precision Processing Power (GFlops) | 4500 |
| :--- | :--- |
| Double Precision Processing Power (GFlops) | 1500 |}

- The performance of our code is primarily limited by memory Bandwidth
- We test our code on two sets of lattices, at two different (partially quenched/mixed action) masses

| Lattice Size | Action | Sea Mass | Valance Mass | $a^{-1}(\mathrm{GeV})$ | $m_{\pi} a$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $8^{3} \times 32$ | Overlap, Lïscher-Weisz | 0.01 | 0.05 | 1.7 | $0.662(19)$ |
| $8^{3} \times 32$ | Overlap, Lischer-Weisz | 0.01 | 0.01 | 1.7 | $0.366(72)$ |
| $20^{3} \times 64$ | Asqtad (MILC [4]), Lischer-Weisz | $0.01+0.05$ | 0.01 | $\sim 1.6$ | $0.276(2)$ |
| $20^{3} \times 64$ | Asqtad (MILC [4]), Liischer-Weisz | $0.01+0.05$ | 0.0033 | $\sim 1.6$ | $0.173(2)$ |

The following table gives a comparison between CPU and GPU performance for various key routines. The peak per start up time, inter-processor Communication, cost because we can't use all the threads due to lack of registers, etc.

| Routine (1 GPU) | CPU $8^{3} \times 32$ | $\mathrm{GPU} 8^{3} \times 32$ | peak | CPU $20^{3} \times 64$ | GPU $20^{3} \times 64$ peak |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wilson Matrix ( $10^{-3} s$ ) | 5.59 | 0.248 | 43.5\% | 180.4 | 6.759 | 49.9\% |
| $\gamma_{5}\left(10^{-3} s\right)$ | 0.555 | 0.105 | 19.4\% | 18.92 | 0.885 | 71.8\% |
| Chebyshev sign function(s) | 8.63 | 0.122 | 42.6\% | 3163 | 14.95 | 41.7\% |
| $z=a x+b y\left(10^{-3} s\right)$ | 1.58 | 0.202 | 15.5\% | 58.2 | 1.50 | 65.0\% |
| Routine (2 GPU) | CPU $8^{3} \times 32$ | GPU $8^{3} \times 32$ | peak | CPU $20^{3} \times 64$ | GPU $20^{3} \times 64$ |  |
| Wilson Matrix ( $10^{-3} s$ ) | 3.43 | 0.172 | 32.4\% | 107.8 | 3.625 | 46.5\% |
| $\gamma_{5}\left(10^{-3} s\right)$ | 0.333 | 0.047 | 16.4\% | 1.21 | 0.454 | 70.0\% |
| Chebyshev sign function (s) | 4.67 | 0.090 | 30.2\% | 1925 | 7.869 | 40.2\% |
| $z=a x+b y\left(10^{-3} s\right)$ | 0.441 | 0.288 | $6.2 \%$ | 37.3 | 0.897 | 54.4\% |




The times required for the Wilson operator (left) and the Chebyshev approximation to the matrix sign function (excluding deflation) (right) on the $20^{3} \times 64$ lattice, for the CPU and GPU versions of the code.

The times required for the Wilson (left) and overlap (right) standard and multigrid inverters running on 2GPUs on the
$20^{3} \times 64$ lattice. $20^{3} \times 64$ lattice
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