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PDF-sensitive measurements
at the LHC 



•Workshop “Parton Distributions for the LHC”
15-21 Feb 2015, Benasque, Spain, http://benasque.org/2015lhc/
(many plots taken from this workshop)

•“The PDF4LHC report on PDFs and LHC data”
J. Rojo et al., arXiv:1507.00556, J. Phys. G42 (2015) 103103

•HERAPDF2.0 - latest PDF from final H1+ZEUS data
arXiv:1506.06042, Eur. Phys. J. C75 (2015) 580

•LHeC workshop
24-26 Jun 2015, CERN & Chavannes-de-Bogis
http://indico.cern.ch/event/356714/

Useful references 
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PDFs in LHC era (& beyond)
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Proton PDFs, today 

•  need to know PDFs much better than today, for: 

nucleon structure; q-g dynamics; Higgs; BSM searches; 
future colliders, FCC-pp; development of QCD; ..  

•  LHC will provide further constraints, but cannot 
resolve precisely (shown are latest global PDFs, 

also including available LHC data) 
 Monica D'Onofrio, LHeC Workshop, CERN/

Chavannes 
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current: 13TeV!
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Courtesy of Joey Huston!

NNLO PDFs, 68% CL#

100TeV!

100TeV!

100TeV!

6/24/2015 

• Precise knowledge on PDF is crucial for new 
physics discovery at hadron colliders
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Figure 1: The points of the two grids used for the combination. Grid 1 (open circles) was used
for data with

√
scom,1 = 318GeV. Grid 2 (dots) was used for data with

√
scom,2 = 251GeV

or
√
scom,3 = 225GeV. The latter grid has a finer binning in xBj in accordance with its special

structure in y.
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HERAPDF 2.0
•PDF set extracted from only HERA data
‒no nuclear correction (no fixed-target data)
‒ no isospin symmetry assumption (no deuteron data)

•Use final H1+ZEUS combined cross sections
‒NC/CC, e+p/e-p
‒special runs (low Ep,
shifted vertex)

•HERAPDF 1.0 from HERA-I,
HERAPDF 1.5 from prel.
HERA-II measurements
•Available in LO/NLO/NNLO 4
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Figure 21: The parton distribution functions xuv, xdv, xS = 2x(  U+  D) and xg of HERAPDF2.0
NLO at µ2

f = 10 GeV2. The gluon and sea distributions are scaled down by a factor of 20. The
experimental, model and parameterisation uncertainties are shown. The dotted lines represent
HERAPDF2.0AG NLO with the alternative gluon parameterisation, see Section 6.8.
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PDF parametrization
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using QCDNUM. The heavy-quark coefficient functions were calculated in the general-mass
variable-flavour-number scheme called RTOPT [81–83] for the NC structure functions. For the
CC structure functions, the zero-mass approximation was used, since all HERA CC data have
Q2 ≫ M2

b , where Mb is the beauty-quark mass parameter in the calculation.
The value of Mc was chosen after performing χ2 scans of NLO and NNLO pQCD fits to

the combined inclusive data from the analysis presented here and the HERA combined charm
data [45]. The procedure is described in detail in the context of the combination of the reduced
charm cross-section measurements [45]. All correlations of the inclusive and of the charm data
were considered in the fits. Figure 16 shows the ∆χ2 = χ2 −χ2min, where χ2min is the minimum χ2
obtained, of these fits versus Mc at NLO and NNLO. As a result, the value of Mc was chosen as
Mc = 1.47GeV at NLO and Mc = 1.43GeV at NNLO. The settings for LO were chosen as for
NLO unless otherwise stated.

The value of the beauty-quark mass parameter Mb was chosen after performing χ2 scans of
NLO and NNLO pQCD fits using the combined inclusive data and data on beauty production
from ZEUS [74] and H1 [75]. The χ2 scans are shown in Fig. 17. The value of Mb was chosen
to be Mb = 4.5GeV at LO, NLO and NNLO.

The value of the strong coupling constant was chosen to be α s(M2
Z) = 0.118 [51] at both

NLO and NNLO and αs(M2
Z) = 0.130 [37] for the LO fit.

6.2 Parameterisation

In the appoach of HERAPDF, the PDFs of the proton, x f , are generically parameterised at the
starting scale µ2f0 as

x f (x) = AxB(1 − x)C(1 + Dx + Ex2) , (26)
where x is the fraction of the proton’s momentum taken by the struck parton in the infinite
momentum frame. The PDFs parameterised are the gluon distribution, xg, the valence-quark
distributions, xuv, xdv, and the u-type and d-type anti-quark distributions, xŪ , xD̄. The relations
xŪ = xū and xD̄ = xd̄ + xs̄ are assumed at the starting scale µ2f0 .
The central parameterisation is

xg(x) = AgxBg(1 − x)Cg − A′gxB
′
g(1 − x)C′g , (27)

xuv(x) = Auv x
Buv (1 − x)Cuv

(
1 + Euv x2

)
, (28)

xdv(x) = Adv x
Bdv (1 − x)Cdv , (29)

xŪ(x) = AŪ xBŪ (1 − x)CŪ (1 + DŪ x) , (30)
xD̄(x) = AD̄xBD̄(1 − x)CD̄ . (31)

The gluon distribution, xg, is an exception from Eq. 26, for which an additional term of the
form A′gxB

′
g(1−x)C′g is subtracted11. This additional term was added to make the parameterisation

more flexible at low x, such that it is not controlled by the single power Bg as x approaches
zero [35]. This requires that the powers Bg and B′g are different. Therefore a restriction was

11In the analysis presented here, C ′g is fixed to C′g = 25 [35]. The fits are not sensitive to the exact value of C ′g
once C′g ≫ Cg, such that the term does not contribute at large x.
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Figure 21: The parton distribution functions xuv, xdv, xS = 2x(Ū+ D̄) and xg of HERAPDF2.0
NLO at µ2f = 10GeV

2. The gluon and sea distributions are scaled down by a factor of 20. The
experimental, model and parameterisation uncertainties are shown. The dotted lines represent
HERAPDF2.0AG NLO with the alternative gluon parameterisation, see Section 6.8.
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M(charm)  = 1.47 GeV (NLO)
                     1.43 GeV (NNLO)
M(bottom) = 4.5 GeV
αS(MZ2) = 0.118 (NLO/NNLO)
                 0.130 (LO)

Eur. Phys. J. C75 (2015) 580



Q2 evolution

•Scaling violation at low-x, Z-exchange at high Q2

•Electroweak unification: NC~CC at high Q2
6

H1 and ZEUS
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Figure 81: The combined HERA data for the inclusive NC e+p and e−p reduced cross sections
together with fixed-target data [106,107] and the predictions of HERAPDF2.0 NLO. The bands
represent the total uncertainties on the predictions. Dashed lines indicate extrapolation into
kinematic regions not included in the fit.
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Limit on quark radius
• Traditionally, tests of beyond-SM 
physics were made by comparing 
HERA high-Q2 data with PDF sets 
obtained from fixed-target and small 
portion of HERA data (eg CTEQ5D)
•Now, with HERAPDF obtained from 
full data set from HERA, a conceptual 
problem is that effect of BSM physics 
could be absorbed in the PDF

•New approach from ZEUS: do the 
simultaneous fit of PDF including the 
BSM term (quark form factor)

• from full H1+ZEUS data:
  Rq < 0.43×10-18 m

7

arXiv:1604.01280
accepted by Phys. Lett. B
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The Large Hadron Collider

8

•Completed in 2008, CERN, Geneva
•Physics runs in 2010 - 2012 (Run 1)

•pp collisions at 
 √s = 7 TeV (3.5 + 3.5) for 2010-11
 √s = 8 TeV (4 + 4) for 2012
•also Pb+Pb, p+Pb (not covered here)
•Long Shutdown (LS1) 2013-2014

•Run 2 from 2015
 started @ √s = 13 TeV
 (design 14 TeV) 
•Recorded ~4 fb-1 in 2015
  2016 run to start soon!

∫Ldt ~ 5 fb-1 2011
        20 fb-1 2012



The experiments
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PDF sensitivity at LHC
•W/Z cross section, W asymmetry, W/Z pT, W/Z+jets

•Drell-Yan γ*/Z → lepton pair

• Inclusive jets, dijets, trijets, prompt photons

•Heavy quark production (especially top pair)
•W/Z + heavy quark (eg. W+c for strange quark)

12

REACTION OBSERVABLE PDFS x Q

pp ! W

± +X d�(W±)/dyl q, q̄ 10�3 . x . 0.7 ⇠ MW

pp ! �

⇤
/Z +X d

2
�(�⇤

/Z)/dylldMll q, q̄ 10�3 . x . 0.7 5 GeV . Q . 2 TeV

pp ! �

⇤
/Z + jet +X d�(�⇤

/Z)/dpllT q, g 10�2 . x . 0.7 200 GeV . Q . 1 TeV

pp ! jet +X d�(jet)/dpT dy q, g 10�2 . x . 0.8 20 GeV . Q . 3 TeV

pp ! jet + jet +X d�(jet)/dMjjdyjj q, g 10�2 . x . 0.8 500 GeV . Q . 5 TeV

pp ! tt̄+X �(tt̄), d�(tt̄)/dMtt̄, .... g 0.1 . x . 0.7 350 GeV . Q . 1 TeV

pp ! cc̄+X d�(cc̄)/dpT,cdyc g 10�5 . x . 10�3 1 GeV . Q . 10 GeV

pp ! bb̄+X d�(bb̄)/dpT,cdyc g 10�4 . x . 10�2 5 GeV . Q . 30 GeV

pp ! W + c d�(W + c)/d⌘l s, s̄ 0.01 . x . 0.5 ⇠ MW

Table 1: Summary of LHC processes sensitive to PDFs. For each process, we quote the corresponding measured
distribution, the PDFs that are probed, and the approximate ranges of x and Q

2 that can be accessible using
available Run I data. These ranges have been obtained assuming the Born kinematics.

direct photon data can potentially constrain the gluon PDF in an intermediate range of x, around ⇠ 0.01,
which is the region relevant for Higgs-boson production via gluon fusion. The main obstacle for the
full inclusion of direct photon data into PDF fits is the large scale uncertainties that affect the NLO
QCD calculation. The possibility to use isolated photon production in association with additional jets
has also been explored [121], however a substantial reduction of the experimental uncertainties, with
respect to that of available measurements, would be needed before this data could be used effectively in
the PDF fits. While LHC photon data has still not been directly included in global PDF fits, a systematic
comparison between different PDF sets and direct photon data was presented by ATLAS [122].

3.3. Inclusive W and Z production and asymmetries
Inclusive production of W and Z bosons, presented in the form of total cross sections, differential distri-
butions in leptonic rapidities, and corresponding asymmetries, has been important in the global PDF fits
since the first such measurements were made at the Tevatron. As compared to inclusive DIS, where only
flavor symmetric components q + q̄ can be constrained, inclusive W and Z production provides a clean
handle on quark flavour separation. At the LHC, the kinematical range in terms of the underlying x has
substantially increased as compared to the Tevatron, reaching both smaller and larger values of x. To
pin down the PDF quark flavor separation, a number of measurements have been presented by ATLAS,
CMS and LHCb, as will be discussed in more detail in Sect. 4.. In addition, as shown by ATLAS, once
the rapidity distributions of W and Z bosons are measured simultaneously accounting for the correlated
systematics between the various distributions [123], an additional handle on the strangeness content of
the nucleon can be provided [27].

16

arXiv:1507.00556



Vector bosons at LHC

13Voica Radescu |        | PIC2014| Bloomington

Measurements of W, Z production differentially in yZ and ηℓ provide information on light sea 
decomposition

Additional constraints on PDFs come from DY and jet data at the LHC 
probe a bi-linear combination of quarks 

Flavour decomposition at LHC (EW bosons)

24
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Figure 3: Measured and predicted W versus Z boson (left column) and W+ versus W� bo-
son (right column) production cross sections times branching fractions. The ellipses illustrate
the 68% CL coverage for total uncertainties (open) and excluding the luminosity uncertainty
(filled). The top row shows the inclusive cross sections times branching fractions and the bot-
tom row shows the results within the fiducial regions. The uncertainties in the theoretical
predictions correspond to the PDF uncertainty components only and are evaluated for MSTW
2008 NLO [42], NNPDF 2.3 [46], and CT10 [47].
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simulation-based fitting functions [11]. The EW contributions are normalized to the W signal
yield in the fit through the ratios of the theoretical cross sections. Figure 1 shows the Emiss

T
distributions of the inclusive W boson samples and the results of the fit.

To extract the Z boson yield, the events in the dilepton mass window are counted. The yields
contain a contribution of 3% from g⇤-mediated processes, including interference effects, as
estimated with MCFM [32]. Background contamination is estimated from simulation to be about
0.4%. Figure 2 shows the dilepton mass distributions of the inclusive Z samples. The signal
yields, the acceptances, and the efficiencies are summarized in Appendix A.
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Figure 1: The missing transverse energy distributions for W boson candidate events in the
electron (left) and muon (right) final states. The variable c shown in the lower plot is defined
as (Nobs � Nexp)/

p
Nobs, where Nobs is the number of observed events and Nexp is the total of

the fitted signal and background yields.

The systematic uncertainties are summarized in Table 1 for the electron and muon channels.
The methods used to extract the systematic uncertainties for the acceptance, efficiency, and
signal extraction follow closely the W and Z boson cross section measurements performed atp

s = 7 TeV [11]. The leading experimental uncertainty comes from the measurement of the lep-
ton reconstruction and identification efficiency. Other uncertainties come from the integrated
luminosity of the data sample and theoretical uncertainties, which are dominated by the PDF
uncertainties.

The luminosity of the data sample is measured with an uncertainty of 2.6% by counting the
number of clusters per event in the silicon pixel detector. The highly granular detector, consist-
ing of ⇠60 million channels, guarantees an excellent linearity of the pixel detector response ver-
sus pileup. The method is calibrated by means of a procedure pioneered by van der Meer [39],
consisting of beam scans along the vertical and horizontal directions. This van der Meer tech-
nique determines the luminosity at the percent level from a measurement of the beam pa-
rameters [40]. The dominant contribution to the luminosity uncertainty originates from the
assumptions on the functional form of the beam shapes.

The theoretical predictions of cross sections and cross section ratios are computed at NNLO
with the program FEWZ [41] and the MSTW2008 [42] set of PDFs. The uncertainties in these
predictions, at the 68% confidence level (CL), include contributions from the uncertainty of
the strong coupling constant as [43, 44], the choice of heavy-quark masses (charm and bottom

4

60 80 100 120

Ev
en

ts
 / 

1.
0 

G
eV

100

200

300

400

500

600

700

data
ee→Z

CMS

 = 8 TeVs,  -1L = 18.2 pb

) [GeV]-e+M(e
60 80 100 120

χ

-5
0
5

60 80 100 120

Ev
en

ts
 / 

1.
0 

G
eV

0.2

0.4

0.6

0.8

1.0

310×

data
µµ→Z

CMS

 = 8 TeVs,  -1L = 18.2 pb

) [GeV]-µ+µM(
60 80 100 120

χ

-5
0
5

Figure 2: The dilepton mass distributions for Z boson candidate events in the electron (left)
and muon (right) final states. The variable c shown in the lower plot is defined as (Nobs �
Nexp)/

p
Nobs, where Nobs is the number of observed events and Nexp is the total of the signal

and background yields.

Table 1: Systematic uncertainties in percent for the electron and muon channels; “—” means
that the source either does not apply or is negligible.

W+ W� W W+/W� Z W/Z
Sources e µ e µ e µ e µ e µ e µ
Lepton reconstruction & identification 2.8 1.0 2.5 0.9 2.5 1.0 3.8 1.2 2.8 1.1 3.8 1.5
Momentum scale & resolution 0.4 0.3 0.7 0.3 0.5 0.3 0.3 0.1 — — 0.5 0.3
Emiss

T scale & resolution 0.8 0.5 0.7 0.5 0.8 0.5 0.3 0.1 — — 0.8 0.5
Background subtraction / modeling 0.2 0.2 0.3 0.1 0.3 0.1 0.1 0.2 0.4 0.4 0.5 0.4
Total experimental 3.0 1.2 2.7 1.1 2.7 1.2 3.8 1.2 2.8 1.2 3.9 1.7
Theoretical uncertainty 2.1 2.0 2.6 2.5 2.7 2.2 1.5 1.4 2.6 1.9 2.0 2.5
Luminosity 2.6 2.6 2.6 2.6 2.6 2.6 — — 2.6 2.6 — —
Total 4.5 3.5 4.6 3.8 4.6 3.6 4.1 1.8 4.6 3.4 4.4 3.0

quarks) [45], as well as neglected higher-order corrections beyond NNLO, which are estimated
by allowing the renormalization and factorization scales to vary. The NNLO predictions for
the total cross sections times branching fractions are 7.12 ± 0.20 nb for W+, 5.06 ± 0.13 nb for
W�, and 1.13± 0.04 nb for Z boson production. The Z boson cross section requires an invariant
mass within the range 60 to 120 GeV, and it includes the effects of virtual photons.

The results in the electron and muon decay channels are compatible with a p-value of 0.42.
Assuming universality of lepton couplings to W and Z bosons, the channels are combined by
calculating an average cross section value weighted by their statistical and systematic uncer-
tainties, taking into account the correlated uncertainties. The two leptonic decay channels are
combined by assuming fully correlated uncertainties for the acceptance and luminosity, but
with other uncertainties assumed to be uncorrelated.

In measurements of the ratios of cross sections some systematic uncertainties cancel, most im-
portantly the uncertainty in the luminosity. The uncertainties in the lepton reconstruction and
identification are treated as uncorrelated and the resulting experimental uncertainty in the ratio
measurements can therefore be larger than for individual cross section measurements. A sum-
mary of the measurements is given in Table 2, including the results obtained within the fiducial

Inclusive W/Z at 8 TeV
•Special data set 
with low pile-up
• RW/Z = 
10.63±0.11(stat.)±0.25(syst.)
(FEWZ NNLO: 10.74±0.04)

• RW+/W- = 
1.39±0.01(stat.)±0.02(syst.)
(FEWZ NNLO: 1.41±0.01)
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W charge asymmetry
•A=(σ+-σ-)/(σ++σ-) as a function of lepton η

•Impressive improvement on valence PDF (u and d)
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1.1) Valence and light sea : W asymmetry

1) Electron

 
2) Muon

Included in PDF fits
by CMS, ABM, NNPDF 
at NLO and NNLO

 

8 TeV measurement ongoing
covariance matrix will be

published in a similar form

Phys. Rev. Lett. 109 (2012) 111806

 SMP-12-001 – HEPDATA

 SMP-12-021 – HEPDATA

  7 TeV, 1 fb-1

  7 TeV, 5 fb-1
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ATLAS NOTE
ATLAS-CONF-2015-041

31st August 2015

Measurement of the Production Cross Sections of a Z Boson in

Association with Jets in pp collisions at

p
s = 13 TeV with the

ATLAS Detector

The ATLAS Collaboration

Abstract

Preliminary measurements of the cross section for the production of a Z boson in association
with jets in pp collisions at

p
s = 13 TeV are presented, using data corresponding to an

integrated luminosity of 85 pb�1 collected by the ATLAS experiment at the Large Hadron
Collider. The cross sections are measured for events containing a Z boson decaying to
electrons or muons and produced in association with up to four jets in the kinematical range
of pT > 30 GeV and |y | < 2.5. The observed cross sections are compared to predictions from
di�erent Monte Carlo generators based on leading-order and next-to-leading-order matrix
elements supplemented by parton showers.

© 2015 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.

NEW
• PDFs show some differences accordingly to which data are used in the fit

• CMS Z → μμ updated with full dataset and new luminosity:

• 1870 ± 2 (stat) ± 35 (syst) ± 51 (lumi)  

• Fiducial cross sections in the backup

Inclusive Z at 13 TeV

8

CMS-PAS-SMP-15-004 ATLAS-CONF-2015-039

CMS-PAS-SMP-15-011
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• W inclusive cross section

• fiducial in the backup

Inclusive W at 13 TeV

10

CMS-PAS-SMP-15-004 ATLAS-CONF-2015-039
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13TeV results - ratios

17

13 TeV Production - ATLAS ATLAS-CONF-2015-039

Measured cross-section ratios compared to theoretical predictions
from di↵erent PDF sets - good agreement observed.

Spread of PDF predictions shows importance of measurements in
providing constraints.

W. Barter (CERN) Single Boson Production 15/02/2016 8 / 25

13 TeV Production - CMS CMS-PAS-SMP-15-004

Measured cross-section ratios compared to theoretical predictions
from di↵erent PDF sets.
Excellent agreement seen with NNLO QCD calculations.

W. Barter (CERN) Single Boson Production 15/02/2016 10 / 25
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•Sensitive to PDF 
•Nicely extends 
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measurements to larger η
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5 Cross-section measurement

The inclusive W boson production cross-section is measured in eight bins of muon ⌘

between 2.0 and 4.5, and with the requirement that the muon has a p

T

above 20GeV/c.
The cross-section in each pseudorapidity bin is defined as

�

W

±!µ

±
⌫

(⌘
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) =
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L · N

W

· ⇢±(⌘
i

)

A±(⌘
i

) · "
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(⌘
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) · "
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i

)
· 1

1� f

±
FSR(⌘i)

,

where L is the integrated luminosity corresponding to the data set used in the analysis
and N

W

is the total number of selected W ! µ⌫ candidates. The signal purity, ⇢±, the
acceptance, A±, the reconstruction and the selection e�ciencies, "

rec

and "

sel

, and the
correction for FSR, f±

FSR, are determined for each ⌘ bin. The cross-section in the range
2.0 < ⌘ < 4.5 is obtained by summing over all bins.

5.1 Acceptance

The acceptance factor, A±, is used to correct for the reduced p

T

range of the fit. The
correction is taken from the W ! µ⌫ ResBos simulation and is defined as the fraction
of generated events fulfilling the kinematic requirements of the measurement that have a
muon transverse momentum smaller than 70GeV/c. The average acceptance is 99.3% and

6
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Figure 7. The measured di↵erential cross section d�
dm``

for (a) the nominal and (b) the extended-
analysis as a function of invariant mass m`` compared to the NLO and NNLO QCD fits (solid lines).
The inner error bars show the total uncorrelated experimental uncertainty, and the outer error bars
represent the total experimental uncertainty, excluding the luminosity uncertainties. The dashed
lines correspond to the QCD fit after applying the adjustments of the fitted nuisance parameters
for each correlated error source. The lower half of each figure shows the ratio of theory expectations
to data in the upper part, and the �2 pull contribution in the lower part.

factorisation scales equal to m
``

, the pure NLO prediction using the MSTW2008 PDF

yields a very large �2 value, whereas both the NNLO and NLO matched to leading log-

arithm parton shower predictions provide good descriptions of the data. The results are

supported by a QCD analysis of the measurements performed at NLO and NNLO. The

PDFs are fitted to the new measurements together with inclusive ep measurements from

HERA. The NNLO fit performs significantly better than the NLO fit in describing the

data.

– 20 –

Drell-Yan cross sections
•qq→γ*/Z→e+e-, μ+μ-

‒ATLAS paper @low-mass (incl. low-pT events in 2010)
‒CMS results @8TeV (double diff. d2σ/dmd|y|)

•NNLO describes data
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3.5) Gluons / High-x quarks : inclusive jets 

Inclusive jets at 7 TeV included in PDF fits 

 
 - Full data set and ratio to 7 TeV 
ongoing.
 - Analysis of jets at √s=2.76 GeV 
ongoing

Preliminary result CMS PAS SMP-12-012

SMP-12-28, arXiv: 1410.6765

  7 TeV, 5 fb-1 

QCD-11-004  - HEPDATA

 8 TeV, 10 fb-1 

Preliminary SMP-12-012

Inclusive jet production

•up to jet pT~2TeV
•improves gluon PDF 

•ATLAS: ratio of 
2.76TeV and 7TeV
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ATLAS inclusive jets at 13 TeV

ATLAS measurement so far 
restricted to R=0.4 jets and only 
the central rapidity bin.

Iterative unfolding applied to data

Comparison performed with 
NLOJet++ + NP corr., and two Pdf 
sets.

Again, uncertainties highly 
correlated, proper estimate of 
compatibility with theory in 
progress

ATLAS-CONF-2015-034

12

Inclusive jets @13TeV

21

12

CMS jet analysis at 13 TeV
Double-differential cross-section for inclusive jets 
with R=0.7 and 0.4

Compared to Powheg + Pythia8, NLOJet++ + NP 
and LO MC.

Agreement with NLO is in general better than LO

Different behaviour observed 

between the two jet radii, 

indication of soft (out of cone) effects?

CMS-PAS-SMP-15-007
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FIG. 4. Measured (dots with error bars) and expected inclu-
sive prompt photon cross section as a function of the photon
transverse energy, E

�
T , in the barrel ⌘

� region. The inner
error bars on the data points show statistical uncertainties,
while the full error bars show statistical and systematic un-
certainties added in quadrature. The NLO theory prediction
is shown with the shaded bands that indicate the scale uncer-
tainty (the inner yellow band) and the total uncertainty (the
outer green band), which also includes the PDF and ↵s uncer-
tainties. The LO parton-shower MC generators are shown as
lines. The bottom panel shows the corresponding theory/data
ratio, in which the data points are centered at one.

than the central NLO calculation for low E�

T

, but agree
within the theoretical uncertainty of the NLO calcula-
tion. This trend is also visible throughout ⌘� as it is
dominated by the low E�

T

range of the measurement. At
low E�

T

, the observed di↵erence between the NLO pre-
dictions based CT10 PDF and MSTW2008NLO PDF are
larger than the PDF uncertainty estimated using CT10.
The di↵erence between CT10 and MSTW2008NLO pre-
dictions is smaller than the CT10 PDF uncertainty for
E�

T

> 600 GeV.
The predictions of the LO parton-shower MC gener-

ators, PYTHIA and HERWIG, are also shown in Figs. 4-6.
The PYTHIA model describes the data fairly well, while
HERWIG falls below the data by 10%-20%. The shapes of
the cross sections are well described by both models.

The data are also compared to MC predictions that
include only direct photons from qg ! q� and qq̄ ! g�
processes calculated at LO QCD. Figure 7 shows that
these MC generators predict a cross section at low E�

T

that is 20% lower than the data which includes all the
higher-order fragmentation processes. This di↵erence is
reduced at high E�

T

, where the contribution from pho-
tons originating from fragmentation becomes small. This
shows that the higher order fragmentation processes con-
tribute significatly to the shape of the predicted E�

T

cross
section.
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FIG. 5. Measured (dots with error bars) and expected in-
clusive prompt photon cross section in the end-cap region.
The inner error bars on the data points show statistical un-
certainties, while the full error bars show statistical and sys-
tematic uncertainties added in quadrature. The NLO theory
prediction is shown with the shaded bands that indicate the
scale uncertainty (the inner yellow band) and the total uncer-
tainty (the outer green band), which also includes the PDF
and ↵s uncertainties. The LO parton-shower MC generators
are shown as lines.
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FIG. 6. Measured and expected inclusive prompt photon
cross section as a function of |⌘� |, for photons with trans-
verse energies above 100 GeV excluding 1.37 < |⌘� | < 1.52.
The data points show full error bars that contain statistical,
systematic, and luminosity uncertainties added in quadrature,
and are negligible. The NLO theory prediction is shown with
the shaded bands that indicate the scale uncertainty (the in-
ner yellow band) and the total uncertainty (the outer green
band), which also includes the PDF and ↵s uncertainties. The
LO parton-shower MC generators are shown as lines.

Prompt γ
•qg→qγ, qq→gγ
•Sensitive to gluon PDF
•Signal extraction using isolation E
•Compared to NLO calculations with 
various PDF sets

•100 < ETγ < 1000 GeV, |ηγ|<2.37
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FIG. 4. Measured (dots with error bars) and expected inclu-
sive prompt photon cross section as a function of the photon
transverse energy, E

�
T , in the barrel ⌘

� region. The inner
error bars on the data points show statistical uncertainties,
while the full error bars show statistical and systematic un-
certainties added in quadrature. The NLO theory prediction
is shown with the shaded bands that indicate the scale uncer-
tainty (the inner yellow band) and the total uncertainty (the
outer green band), which also includes the PDF and ↵s uncer-
tainties. The LO parton-shower MC generators are shown as
lines. The bottom panel shows the corresponding theory/data
ratio, in which the data points are centered at one.

than the central NLO calculation for low E�

T

, but agree
within the theoretical uncertainty of the NLO calcula-
tion. This trend is also visible throughout ⌘� as it is
dominated by the low E�

T

range of the measurement. At
low E�

T

, the observed di↵erence between the NLO pre-
dictions based CT10 PDF and MSTW2008NLO PDF are
larger than the PDF uncertainty estimated using CT10.
The di↵erence between CT10 and MSTW2008NLO pre-
dictions is smaller than the CT10 PDF uncertainty for
E�

T

> 600 GeV.
The predictions of the LO parton-shower MC gener-

ators, PYTHIA and HERWIG, are also shown in Figs. 4-6.
The PYTHIA model describes the data fairly well, while
HERWIG falls below the data by 10%-20%. The shapes of
the cross sections are well described by both models.

The data are also compared to MC predictions that
include only direct photons from qg ! q� and qq̄ ! g�
processes calculated at LO QCD. Figure 7 shows that
these MC generators predict a cross section at low E�

T

that is 20% lower than the data which includes all the
higher-order fragmentation processes. This di↵erence is
reduced at high E�

T

, where the contribution from pho-
tons originating from fragmentation becomes small. This
shows that the higher order fragmentation processes con-
tribute significatly to the shape of the predicted E�

T

cross
section.
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FIG. 5. Measured (dots with error bars) and expected in-
clusive prompt photon cross section in the end-cap region.
The inner error bars on the data points show statistical un-
certainties, while the full error bars show statistical and sys-
tematic uncertainties added in quadrature. The NLO theory
prediction is shown with the shaded bands that indicate the
scale uncertainty (the inner yellow band) and the total uncer-
tainty (the outer green band), which also includes the PDF
and ↵s uncertainties. The LO parton-shower MC generators
are shown as lines.
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FIG. 6. Measured and expected inclusive prompt photon
cross section as a function of |⌘� |, for photons with trans-
verse energies above 100 GeV excluding 1.37 < |⌘� | < 1.52.
The data points show full error bars that contain statistical,
systematic, and luminosity uncertainties added in quadrature,
and are negligible. The NLO theory prediction is shown with
the shaded bands that indicate the scale uncertainty (the in-
ner yellow band) and the total uncertainty (the outer green
band), which also includes the PDF and ↵s uncertainties. The
LO parton-shower MC generators are shown as lines.
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ties. In that case, the equation to solve is

NA

S

= NA �R
BKG

(NB � c
B

NA

S

)(NC � c
C

NA

S

)

(ND � c
D

NA

S

)
; (2)

where c
k

= Nk

S

/NA

S

are the fractions of signal events ex-
pected in each of the three control regions, relative to the
signal region A, and R

BKG

= NA

BKG

ND

BKG

/NB

BKG

NC

BKG

characterizes the correlation between the isolation and
identification variables in background events (R

BKG

= 1
when the correlations are negligible).

Figure 1(a) shows the distribution of Eiso

T

for tight and
non-tight candidates. The latter is normalized to the for-
mer in the background-dominated region Eiso

T

> 15 GeV.
The excess of tight candidates over normalized non-tight
candidates in the region Eiso

T

< 15 GeV shows a clear
peak for signal prompt photons. Fig. 1(b) and 1(c) show
the isolation profile of photon candidates after subtract-
ing the distribution of non-tight candidates (with the
same normalization as applied in Fig. 1(a)), for di↵er-
ent ranges of the photon candidate transverse energy in
the two di↵erent ⌘� regions. The distributions of these
signal-enriched samples are largely independent of the
E�

T

range, according to the simulation.
In the following, Eq. (2) is used to estimate the prompt

photon yield in the selected sample, with R
BKG

fixed to
one as observed (within uncertainties) in simulated back-
ground events. Results obtained neglecting signal leakage
in the control regions, as in Eq. (1), or with R

BKG

6= 1
are used to evaluate systematic uncertainties. In the end-
cap region there are too few events in the 500 to 600 GeV
bin; therefore, the signal purity from the preceding bin
is used instead.

The largest contribution to the impurity arises from
background photons that come from the meson decays.
Figure 2 shows the signal purity for prompt photons in
region A as a function of E�

T

for the barrel and end-cap
regions. The signal purity is estimated from the data
using the two-dimensional side band approach shown in
Eq. (2). The shaded bands indicate statistical uncer-
tainties. The measured signal purity is larger than 93%
and increases with E�

T

. The purity has also been deter-
mined using Eq. (2) and the result agrees with the default
method to within 3% and has a similar E�

T

-dependence.

VI. RESIDUAL BACKGROUND

A possible residual background could arise from elec-
trons that fake photons; primarily high-p

T

isolated elec-
trons from W or Z boson decays that tend to be misiden-
tified as converted photons. The corresponding misiden-
tification probability is measured by studying the invari-
ant mass spectrum of e±� combinations in the Z bo-
son mass range. It was found that the background from
prompt electrons is ⇡ 0.5% for E�

T

< 400 GeV [4].
To understand the background from electrons for

higher E�

T

, a MC study was performed using a sam-
ple of high-p

T

electrons. The current analysis neglects
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FIG. 1. (a): Distributions of tight photon transverse energy
E

iso

T

(dots) and non-tight (shaded gray region) photon candi-
dates in data, for photon transverse energy E

�
T

> 100 GeV
in the central ⌘

� region. The latter is normalized to the
former for E

iso

T

> 15 GeV. Distributions of tight E

iso

T

pho-
tons in the barrel (b) and end-cap (c) regions after subtract-
ing the normalized non-tight distribution. For both (b) and
(c) a comparison of two representative E

�
T

regions with dif-
ferent ⌘

� is shown. The vertical lines show the requirement
of Eiso

T

 7 GeV used to define the final cross sections. These
distributions are normalized to one.
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Figure 8: Measured cross sections as a function of E�T in the (a) central |⌘�| < 1.37 and (b) forward
1.52 < |⌘�| < 2.37 rapidity regions compared to the JetPhox prediction with di↵erent PDF sets, using the
same layout and style as Figure 7.
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Top-quark pair production

•σ~200pb: LHC is a 
‘top factory’

•Helps improving 
gluon PDF precision

12

- Inclusive top cross section at 7 TeV a usual suspect for PDF fits at NNLO. 
At NLO it cannot be used due to large k-factors.
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3.4) Gluons : ttbar production

A study of PDF impact from ATLAS+CMS
Xsections - inclusive at 7-8 + normalised differential at 7 TeV :

- Moderate improvement for large-x gluon.
- Need to be carefull on correlations between differential cross section and total 

cross section.

23

Overview of PDF-sensitive measurements from Run I in ATLAS Sue Cheatham (Technion)
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Top quark production

19

Sensitivity to the gluon density function

Ratios of the NLO QCD predictions to the measured normalised differential cross sections for 
different PDF sets for mass and rapidity of tt system. 
!
Normalised cross sections reduce dependance on higher order QCD corrections. 
NLO predictions derived with MCFM.  NLO EW corrections are not included in the NLO predictions. 
!
HERAPDF 1.5 describes data well.  Tensions between data and other PDF sets.  !
Maybe just lack NNLO QCD prediction and EW corrections? 

arXiv:1407.0371

arXiv:1407.0371

Guzzi, Lipka, Moch, JHEP 1501(2015)082



Top pair @ 13TeV
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NNLO+NNLL (pp)
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Czakon, Fiedler, Mitov, PRL 110 (2013) 252004
 uncertainties according to PDF4LHCSα ⊕ = 172.5 GeV, PDF topm

 [TeV]s13
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σ(tt) has been promptly measured at 13 TeV

• Re-established tt production at 13 TeV with very early data : <100 pb-1 

• Evolution as function of s1/2 seems well understood: tt can be used as a “gluon luminometer”

6

gg/qq
O(80%)

gg/qq 
O(90%)

gg/qq
O(15%)

Using top quarks as gluon luminometers
• Ratios of cross sections are expected to cancel out some of the systematic uncertainties 

• compare to SM predictions : test parton luminosities, search for new physics effects

• Ratio to Z production tests qq/gg ratio 

• improves on luminosity (1%), trigger/lepton selection efficiencies (2.2%)

• uncertainties in Z/tt modelling and backgrounds are similar

9ATLAS-CONF-2015-049

• PDF predictions tested mostly 
compatible with data 

• 2σ tension with prediction based on 
ABM12LHC (smaller gg density)

Still large room to explore different ratios        
in Run 2, also at different s1/2, 

to constraint further PDFs

ATLAS CMS Inclusive tt cross sections summary

 [pb]ttσ

50 100 150 200 250 300 350

ATLAS+CMS Preliminary  = 7 TeV   s summary, 
tt

σ 

(*) Superseded by results shown below the line

WGtopLHC Mar 2016

NNLO+NNLL PRL 110 (2013) 252004, PDF4LHC
 = 172.5 GeVtopm

scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total  stat

(lumi)±(syst) ±(stat) ± ttσ

Effect of LHC beam energy uncertainty: 3.3 pb 
(not included in the figure)

ATLAS, l+jets -1=0.7 fbintL 7 pb± 9 ± 4 ±179 

ATLAS, dilepton (*) -1=0.7 fbintL pb 7−
 8+   11−

 14+ 6 ±173 

ATLAS, all jets (*) -1=1.0 fbintL 6 pb± 78 ± 18 ±167 

ATLAS combined -1=0.7-1.0 fbintL 7 pb±  7−
 8+ 3 ±177 

CMS, l+jets (*) -1=0.8-1.1 fbintL 7 pb± 12 ± 3 ±164 

CMS, dilepton (*) -1=1.1 fbintL 8 pb± 16 ± 4 ±170 

 (*)µ+hadτCMS, -1=1.1 fbintL 9 pb± 26 ± 24 ±149 

CMS, all jets (*) -1=1.1 fbintL 8 pb± 40 ± 20 ±136 

CMS combined -1=0.8-1.1 fbintL 8 pb± 11 ±  2 ±166 

LHC combined (Sep 2012) -1=0.7-1.1 fbintL 6 pb±  8 ±  2 ±173 

νµX→ATLAS, l+jets, b -1=4.7 fbintL 3 pb± 17 ± 2 ±165 

, b-tagµATLAS, dilepton e -1=4.6 fbintL 3.6 pb± 4.2 ± 3.1 ±182.9 
miss
T-E

jets
, NµATLAS, dilepton e -1=4.6 fbintL 3.3 pb±  9.5−

 9.7+ 2.8 ±181.2 

+jetshadτATLAS, -1=1.7 fbintL 46 pb± 18 ±194 

ATLAS, all jets -1=4.7 fbintL 7 pb±  57−
 60+ 12 ±168 

+lhadτATLAS, -1=4.6 fbintL 3 pb± 23 ± 9 ±183 

CMS, l+jets -1=5.0 fbintL 3.6 pb± 12.0 ± 6.0 ±161.7 

µCMS, dilepton e -1=5.0 fbintL 3.8 pb±  4.0−
 4.5+ 2.1 ±173.6 

+lhadτCMS, -1=2.2 fbintL 3 pb± 22 ± 14 ±143 

+jetshadτCMS, -1=3.9 fbintL 3 pb± 32 ± 12 ±152 

CMS, all jets -1=3.5 fbintL 3 pb± 26 ± 10 ±139 

 [pb]ttσ
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ATLAS+CMS Preliminary  = 8 TeV   s summary, 
tt

σ WGtopLHC Mar 2016

NNLO+NNLL PRL 110 (2013) 252004, PDF4LHC
 = 172.5 GeVtopm

scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total  stat

(lumi)±(syst) ±(stat) ± 
tt

σ

Effect of LHC beam energy uncertainty: 4.2 pb 
(not included in the figure)

ATLAS, lepton+jets
PRD 91 (2015) 112013, -1=20.3 fbintL

 8 pb±  23−
 22+ 1 ±260 

CMS, lepton+jets
arXiv:1602.09024, -1=19.6 fbintL

 6.0 pb± 13.7 ± 3.8 ±228.5 

hτCMS, lepton+
PLB 739 (2014) 23, -1=19.6 fbintL

 7 pb± 24 ± 3 ±257 

µATLAS, dilepton e
EPJ C74 (2014) 3109, -1=20.3 fbintL

 7.5 pb± 5.5 ± 1.7 ±242.4 

)µ, eµµCMS, dilepton (ee, 
JHEP 02 (2014) 024, -1=5.3 fbintL

 6.2 pb± 11.3 ± 2.1 ±239.0 

 (Sep 2014)µLHC combined e
ATLAS-CONF-2014-054, CMS-PAS TOP-14-016, 

-1=5.3-20.3 fbintL

 6.2 pb± 5.7 ± 1.4 ±241.5 

µCMS, dilepton e
arXiv:1603.02303, -1=19.7 fbintL

 6.4 pb±  5.5−
 6.3+ 1.4 ±244.9 

CMS, all jets
arXiv:1509.06076, -1=18.4 fbintL  7.2 pb± 37.8 ± 6.1 ±275.6 

 [pb]ttσ

400 600 800 1000 1200

ATLAS+CMS Preliminary  = 13 TeV   s summary, 
tt
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NNLO+NNLL PRL 110 (2013) 252004, PDF4LHC
 = 172.5 GeVtopm

scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total   stat

(lumi)±(syst) ±(stat) ± 
tt

σ

Effect of LHC beam energy uncertainty: 12 pb
(not included in the figure) 

  µATLAS, dilepton e
ATLAS-CONF-2016-005 -1=3.2 fbintL

 45 pb± 27 ± 7 ±803 

 µµATLAS, dilepton ee/
ATLAS-CONF-2015-049 -1=85 pbintL

 74 pb± 79 ± 57 ±749 

ATLAS, l+jets 
ATLAS-CONF-2015-049 -1=85 pbintL

 88 pb± 103 ± 13 ±817 

µCMS, dilepton e
PRL 116 (2016) 052002 -1=43 pbintL

 36 pb± 53 ± 58 ±746 

CMS, l+jets 
CMS-PAS TOP-15-005 -1=42 pbintL

 100 pb± 84 ± 27 ±836 

NNLO+NNLL: ⇠ 5.5% precision
Experiments (eµ channel): 4% precision at 7 and 8 TeV, 7% precision at 13 TeV
(13 TeV dominated by uncertainty on luminosity)
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FIG. 7. Contours of the likelihood function as a function of two full production cross-sections of interest: (a) σtot
Z/γ∗→ττ versus

σtot
WW compared to NLO predictions; (b) σtot

WW versus σtot
tt̄ compared to NLO predictions; (c,d) σtot

Z/γ∗→ττ versus σtot
tt̄ compared

to NLO, NNLO predictions. The contours obtained from the data (full circle) represent the 68% CL (full line) and 90% CL
(dashed line) areas accounting for the full set of systematic uncertainties described in Table II. Contours labeled “th. extrap.
uncertainty” depict the theoretical uncertainties on extrapolating the fiducial cross-section to the full phase space and are
obtained by constructing a likelihood function with only theoretical uncertainties. The theoretical WW cross-section does not
include contributions from gg → H → WW . The theoretical cross-section predictions are shown at NLO (a, b, and c) or NNLO
(d) in QCD for different PDF sets (open symbols) with the ellipse contours corresponding to the 68% CL uncertainties on each
PDF set. Also shown as horizontal and vertical error bars around each prediction are the uncertainties due to the choice of
QCD factorization and renormalization scales (see text).

•Opposite-sign eμ
events mainly from
‒ ttbar
‒WW
‒Z→ττ

•Simultaneous 
measurement of
3 cross sections
•compared to N(N)LO 
prediction with PDFs

Inclusive dilepton analysis
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W+charm: mild tension?
•directly sensitive to strange quark
•traditionally ‘s-suppression’ 
based on ν-charm data

•ATLAS data consistent with no 
suppression (symmetric sea)

•also consistent with ATLAS W/Z 

•but CMS W+c consistent w/ sup.
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1

1 Introduction

The study of associated production of a W boson and a charm (c) quark at hadron colliders
(hereafter referred to as W + c production) provides direct access to the strange-quark content
of the proton at an energy scale of the order of the W-boson mass (Q2⇠(100 GeV)2) [1–3]. This
sensitivity is due to the dominance of sg ! W�+ c and sg ! W+ + c contributions at the hard-
scattering level (Fig. 1). Recent work [4] indicates that precise measurements of this process
at the Large Hadron Collider (LHC) may significantly reduce the uncertainties in the strange
quark and antiquark parton distribution functions (PDFs) and help resolve existing ambiguities
and limitations of low-energy neutrino deep-inelastic scattering (DIS) data [5]. More precise
knowledge of the PDFs is essential for many present and future precision analyses, such as
the measurement of the W-boson mass [6]. An asymmetry between the strange quark and
antiquark PDFs has also been proposed as an explanation of the NuTeV anomaly [5], making
it crucial to measure observables related to this asymmetry with high precision.

W+ c production receives contributions at a few percent level from the processes dg ! W�+ c
and dg ! W+ + c, which are Cabibbo suppressed [7]. Overall, the W� + c yield is expected
to be slightly larger than the W+ + c yield at the LHC because of the participation of down
valence quarks in the initial state. A key property of the qg ! W + c reaction is the presence
of a charm quark and a W boson with opposite-sign charges.

s ,

c

c

_

g

Wd
_

s ,

c

c
_

g

W+_
d
_

Figure 1: Main diagrams at the hard-scattering level for associated W + c production at the
LHC.

The pp ! W + c + X process is a sizable background for signals involving bottom or top
quarks and missing transverse energy in the final state. Particularly relevant cases are top-
quark studies and third-generation squark searches. Measurements of the pp ! W + c + X
cross section and of the cross section ratio s(pp ! W + c-jet + X)/s(pp ! W + jets + X) have
been performed with a relative precision of about 20–30% at the Tevatron [8–10] hadron collider
using semileptonic charm hadron decays.

We present a detailed study of the pp ! W + c + X process with the Compact Muon Solenoid
(CMS) detector, using a data sample corresponding to a total integrated luminosity of 5 fb�1

collected in 2011 at a center-of-mass energy of 7 TeV. We measure the total cross section and
the cross section ratio R±

c = s(W+ + c)/s(W� + c) using the muon and electron decay chan-
nels of the W boson. Charm-quark jets are identified within the fiducial region of transverse
momentum pjet

T > 25 GeV and pseudorapidity |hjet| < 2.5 using exclusive hadronic, inclusive
hadronic, and semileptonic decays of charm hadrons. Furthermore, the cross section and the
R±

c ratio are measured as a function of the pseudorapidity of the lepton from the W decay, thus
probing a wide range in the Bjorken x variable, which at leading order can be interpreted as
the momentum fraction of the proton carried by the interacting parton.

This paper is organized as follows: the CMS detector is briefly described in Section 2 and the

Overview of PDF-sensitive measurements from Run I in ATLAS Sue Cheatham (Technion)

W+charm
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Directly sensitive to the strange PDF
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with an SU(3)-symmetric light-quark sea.!
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FIG. 1. Di↵erential d�/d|⌘`+ | (left) and d�/d|⌘`� | (middle) cross section measurements for W ! `⌫ and d�/d|yZ | cross
section measurement for Z ! `` (right). The error bars represent the statistical and uncorrelated systematic uncertainties
added in quadrature while the theoretical curves are adjusted to the correlated error shifts (see text). The NNLO fit results
with free and fixed strangeness are also indicated, and their ratios are shown below the cross section plots.

(⇠ 15% at x ⇠ 0.01 and Q

2

0

). The fraction of strangeness
is again consistent with unity, r

s

= 0.96±0.25exp. Finally
the data are fitted, to NNLO, with separate strange and
anti-strange normalizations. The resulting value of r

s

is
consistent with unity and the ratio s̄/s is 0.93 ± 0.15exp
at x = 0.023 and Q

2 = Q

2

0

.

W,Z cross section measurements performed at the
Tevatron may potentially have sensitivity to r

s

similar
to that of the ATLAS data. A NLO fit to the HERA
with the CDF W asymmetry [31] and Z rapidity [32]
data gives r

s

= 0.66 ± 0.29exp at a mean x of about
0.081. This is consistent within uncertainties with both
suppressed strangeness and with the present result. A
NLO fit to the combined HERA, ATLAS and CDF data
yields r

s

= 0.95± 0.17exp.

The provision of the full di↵erential cross sections for
both W

+

, W

� and Z boson production, besides the ep

cross sections, is essential for the determination of xs: if
the ATLAS Z cross section data are fitted together with
the ATLAS W charge asymmetry data, rather than with
the separate W+ and W

� cross section measurements, a
less precise result is obtained with r

s

= 0.92± 0.31exp.

In Fig. 2 the present result for r
s

is compared with pre-
dictions obtained from four global PDF determinations.
The CT10 (NLO) [12] determination gives a large frac-
tion consistent with the present result. On the other
hand, the MSTW08 [8] and ABKM09 [9] determina-
tions give a much lower value of r

s

' 0.5, and the
NNPDF2.1 [10, 11] result of r

s

' 0.25 is even lower.

The enlarged fraction of the strange quark sea leads to
a decrease of the down and up quark sea densities at the
initial scale Q

2

0

, because xs̄, xd̄ and xū are tied together
at low x by the precise F

2

data. In compensation for the
increase of xs̄, the xd̄ and xū distributions are dimin-
ished by ' 10%. The total sea, x⌃, is correspondingly
enhanced by ' 8%, as illustrated in Fig. 3.

sr
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NNPDF2.1
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CT10 (NLO)
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experimental uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q sepWZ free 

FIG. 2. Predictions for the ratio rs = 0.5(s + s̄)/d̄, at
Q

2 = 1.9GeV2, x = 0.023. Points: global fit results us-
ing the PDF uncertainties as quoted; bands: this analysis;
inner band, experimental uncertainty; outer band, total un-
certainty.

The result on r

s

, Eq. 2, evolves to

r

s

= 1.00±0.07exp±0.03mod

+0.04

�0.06

par±0.02↵S±0.03th (3)

at Q

2 = M

2

Z

and x = 0.013, corresponding to a value
of r

s

(0.013,M2

Z

) = 1.00+0.09

�0.10

, which is more than twice
as precise as at the initial scale Q

2

0

. Uncertainties are
smaller at Q

2 = M

2

Z

because the gluon splitting proba-
bility into qq̄ pairs is flavor independent, thus reducing
any initial flavor asymmetries. This also causes r

s

to in-
crease from 0.5 at Q2

0

to a value of about 0.8 at Q2 = M

2

Z

in the fixed s̄ fit.
In summary, a NNLO pQCD analysis is performed of

the first di↵erential ATLAS W

±
, Z pp cross sections with

HERA e

±
p data. The W, Z measurements introduce a

novel sensitivity to the strange quark density at x ⇠ 0.01,
which is exploited here for the first time. The ratio of
the strange to the down sea quark density is found to be
r

s

= 1.00+0.25

�0.28

, at Bjorken x = 0.023 and the initial scale
of the QCD fit Q

2

0

= 1.9GeV2. This is consistent with
the prediction that the light quark sea at low x is flavor

x

r s=
 s!

 / 
d!

CMS NLO free s fit:
HERA I DIS + CMS Aµ + W+c

HERAPDF1.5
HERAPDF1.5 + ATLAS Wc-jet/WD data
ATLAS-epWZ12

Q2= mW
2

0.5

0.75

1

1.25

1.5

10 -3 10 -2 10 -1

Fig. 5: The ratio of the s and d PDFs, as a function of x, compared in different analysis. We show the ATLAS
results based on Z and W -boson production measurements [27] and on the associated production of W with
charmed hadrons [30] as well as the CMS result [26], based on the W+c production measurement of Ref. [29].
For comparison, the HERAPDF1.5 result is also shown, where the constraints on the strange quark distribution are
obtained from the neutrino-scattering experiments.

3.7. Top quark pair production
Top quarks are abundantly produced at the LHC, which can be considered a real “top factory” due to
the high center of mass energy and luminosity. As opposed to the Tevatron, where top quark pairs are
produced predominantly via quark-anti-quark annihilation, at the LHC they are produced mostly in the
gluon-gluon channel. Therefore, they provide potentially useful information on the gluons for x � 0.1, a
region which is only covered by jet production in PDF global fits. In addition, for differential distributions
sensitive to large-x PDFs, such as the tt̄ invariant mass distribution or the tail of the pt

T

distribution, there
is also sensitivity to quarks and anti-quarks.

While NLO calculations are affected by large scale uncertainties, the completion of the full NNLO
calculation for total production cross-sections [136] and for differential distributions [137,138] will allow
for consistent use of the top quark-pair data in the fits at NNLO. Furthermore, their availability allows
for more precise extractions of fundamental QCD parameters, like top-quark mass and ↵

S

[139]. Since
the exact differential NNLO calculation is not yet available in a form suitable for QCD analyses, its
approximate version [33], featuring the methods of threshold resummation, might be used.

Up to now, a number of studies has quantified the sensitivity of top quark pair production data
to the gluon PDFs using the total top-quark pair production cross-sections, showing that available data
from ATLAS and CMS already provide powerful constrains on the large-x gluon [32, 42]. Among other
collaborations that include top data in their fits, ABM has explored their impact showing that it can
lead to a shift in the gluon PDF up to one-sigma [16] in units of the PDF uncertainties. The impact of
total cross-sections in PDF fits is only moderate, but the full constraining power of top quark data will
be assessed using the differential distributions. A first study on this respect, based on the approximate
NNLO from threshold-resummed calculation, has been presented in Ref. [33].

3.8. Charm and bottom pair production
Production of heavy quark pairs in hadron collisions is a powerful test of perturbative QCD. While top
pair production at the LHC is nowadays included in PDF fits, this is not the case for charm and bottom
quarks. On the other hand, their differential p

T

and rapidity distributions (d2�/dp
T

dy) are directly
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Figure 6. Cross-sections for (a) Z+ ≥ 1 b-jet, and (b) Z+ ≥ 2 b-jets. The measurement is shown as
a vertical blue line with the inner blue shaded band showing the corresponding statistical uncertainty
and the outer green shaded band showing the sum in quadrature of statistical and systematic
uncertainties. Comparison is made to NLO predictions from mcfm interfaced to different PDF sets
and amc@nlo interfaced to the same PDF set in both the 4FNS and 5FNS. The statistical (inner
bar) and total (outer bar) uncertainties are shown for these predictions, which are dominated by the
theoretical scale uncertainty calculated as described in the text. Comparisons are also made to LO
multi-legged predictions from Alpgen+Herwig+Jimmy and Sherpa; in this case the uncertainty
bars are statistical only, and smaller than the marker.
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Z+b, Z+bb
•BG to ZH(WH), H→bb

•Z(W)+heavy flavor: larger theo. 
uncertainty than light quarks

•4FNS, 5FNS schemes
(udsc+g or udscb+g in proton)
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Figure 10. The inclusive b-jet cross-section σ∗(Zb) × Nb-jet as a function of ∆φ(Z, b) (a) and
∆R(Z, b) (b). The inclusive cross-section requires that the Z boson pT be at least 20 GeV. The
top panels show measured differential cross-sections as filled circles with statistical (inner) and
total (outer bar) uncertainties. Overlayed for comparison are the NLO predictions from mcfm

and amc@nlo both using the MSTW2008 PDF set. The shaded bands represents the total the-
oretical uncertainty for mcfm and the uncertainty bands on amc@nlo points represent the dom-
inant theoretical scale uncertainty only. Also overlaid are LO multi-legged predictions for Alp-

gen+Herwig+Jimmy and Sherpa. The middle panels show the ratio of NLO predictions to data,
and the lower panels show the ratio of LO predictions to data.
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Figure 1: Invariant mass distribution for Z (left) and D (right) candidates for Z + D0 (top) and
Z + D+ (bottom) events. The superimposed curves represent the projection of the fit described
in Sect. 4.

Both the SPD and DPS mechanisms can lead to the associated production of a Z boson
and a beauty hadron. Contamination from feed-down from beauty hadrons decaying
to D mesons, where the beauty hadron has been produced in DPS, is estimated from
simulation to be 1.7% (1.3%) for D0(D+) [3] of the DPS contribution for a Z boson and
a charmed meson. The SPS contribution to the feed-down is determined with MCFM [17],
which predicts the associated production of a Z boson with a b quark to be 20% smaller
than the associated production of a Z with a c quark. This estimate is likely to be
conservative, since, according to the recent measurements by the D0 collaboration [11],
the production of Z + c-jets is larger by a factor four with respect to Z + b-jets for the
region with jet p

T

> 20GeV, with only a small dependence on the jet p
T

[11]. Taking into
account the branching fractions, the beauty feed-down contribution in SPS is estimated to
be 9.4% (3.7%) for D0(D+) mesons of the SPS contribution for a Z boson and a charmed
meson. This estimate takes into account the suppression due to the requirement on the D to
originate from the same vertex as the Z candidate. Since the individual contributions
to feed-down from Z plus a b quark from DPS and SPS are unknown, we assume that
the contamination from b-quark decays is dominated by DPS. This assumption is in line

3

Z+D from LHCb
•Exclusive reconstruction of Z → μ+μ - and
 D0 → K - π+ and D+ → K-  π+π+ (+c.c.)

•Compared with Single Parton Scattering
(one parton-parton collision creates Z & D)
and Double Parton Scattering (one collision 
creates Z and another for D)
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� Contributions from single- and double-parton scattering events
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Z and D cross-sections
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LHC Run 2 prospects
•Profiling study of Run 2 data’s impact on PDF

•W/Z ratio, tt/Z ratio, W asymmetry, Z rapidity
• various assumptions on systematic uncertainty
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Fig. 11: Relative uncertainty of the strange-quark (left), gluon (center) and uv � dv (right) distributions as a function of x
for Q

2 = 104 GeV2 estimated based on CT10nnlo PDF set. The outer uncertainty band corresponds to the original PDF
uncertainty. The embedded bands represent results of the PDF profiling using the complete set of observables considered in
this exercise: RW/Z , Rtt̄/Z, A` and yZ pseudo-data at 13 TeV. The various bands correspond to (from outermost to innermost
band) conservative, baseline, aggressive model of the data uncertainties.

A study was performed to clarify the dependence of PDF uncertainty reduction as a function of the
R

t

¯

t/Z

pseudo-data uncertainty. Using the procedure described in Ref. [221] the PDFs eigenvectors were
re-diagonalised to isolate a linear combination of them which affects the R

t

¯

t/Z

observable the most. For
a single measurement such as R

t

¯

t/Z

this procedure returns a single re-diagonalised eigenvector which
affects the measurement while others have no impact. This eigenvector has a significant contribution
to the gluon density uncertainty at x = 0.1, however it does not saturate the uncertainty band. As a
consequence, while the eigenvector is constrained progressively as the pseudo-data accuracy increases,
the other irreducible uncertainty component prevents from further improvement in the total gluon density
uncertainty.

The lepton-asymmetry measurement has the largest impact on the difference of the u- and d-
valence distributions, u

v

� d

v

, which is shown in Fig. 9. There is a sizable reduction in the uncertainty
for x ⇠ 0.03 and x < 0.003 kinematic regions which becomes more significant as the pseudo-data
accuracy increases.

The data on y

Z

also has largest impact on the strange-quark distribution which is shown in Fig. 10.
The effect is complementary to the impact of the W/Z cross-section ratio pseudo-data, compared which
the reduction of the uncertainty is more concentrated in the small x < 0.01 region. Similarly to R

W/Z

,
the data also constrain the ū and d̄ light sea-quark distributions.

It is interesting to notice that the level of uncertainty reduction due to inclusion of the pseudo-data
is rather similar for the CT10nnlo and MMHT14 sets while it is significantly smaller for the NNPDF3.0
set. This behavior can be most likely explained by the difference of input data used in the sets and
different level of parameterisation flexibility.

Finally, all the pseudo-data samples are profiled together in a simultaneous fit. Fig. 11 shows result
of this profiling for the CT10nnlo sample and for the most affected PDF distributions. The simultaneous
fit yields to quantitatively similar reduction of PDF uncertainties compared to the fits to the individual
observables. This is not unexpected since with exception of R

W/Z

and y

Z

, the observables are sensitive
to different PDF combinations and they are not correlated experimentally.

To summarize, the
p
s = 13TeV LHC data will make a contribution for reduction of PDF uncer-

tainties. Measurements of the cross-section ratios of the W - to Z-boson and tt̄ to Z-boson production,
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(High energy) future of DIS
•LHeC project: 7TeV p in LHC × 60GeV e in ERL
•also h-e option considered in FCC (100km ring)

30

A.M. Cooper-Sarker,
LHeC workshop,
June’15

ECM=1.3 TeV,
4 times HERA

Luminosity up 
to:1034 cm-2s-1



Energy Recovery Linac
• The e beam after collision is decelerated in the same linac (at 
the ‘wrong’ RF phase) to give energy to the accelerating beam

312015 LHeC Workshop: Seminar at CERN 24th June Oliver Brüning, CERN 7

60 GeV acceleration with Recirculating Linacs:

ÎThree accelerating passes through each of the two 10 GeV
linacs (efficient use of LINAC installation!)

Î60 GeV beam energy

Animation from A. Bogacz (JLab)  @  ERL’15

Recirculating Linac with Energy Recovery:



LHeC footprints

322015 LHeC Workshop: Seminar at CERN 24th June Oliver Brüning, CERN 26

John Osborne June 2014

Site Considerations:
•P2/P8 options evaluated (runs concurrently with ATLAS/CMS)
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CDR study: LHeC simulated NC, CC e±p, P=±0.4, including projected systematics                  
HERAfitter framework with HERAPDF1.0 NLO settings 

11 

Valence quarks 

now… 

…then 

dval!

uval!

precision determination, free from higher twist corrections and nuclear uncertainties 
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dval!

uval! NLO PDFs, 68% CL#

6/24/2015 Monica D'Onofrio, LHeC Workshop, CERN/Chavannes 

~ 2%  

~ 4%  

PDF precision at LHeC
•LHeC CDR: arXiv:1206.2913
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High-x valence, sea, gluon
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   High x PDFs: link to LHC 

•  large uncertainties in high x PDFs limit searches for new physics at high scales 

many interesting processes at LHC are gluon-gluon initiated:                                        
top, Higgs, … and BSM processes, such as gluino pair production 

Monica D'Onofrio, LHeC Workshop, CERN/Chavannes 

current BSM search in dilepton final state; 
uncertainties on high-x (anti)quarks dominate 

LHeC PDF 

arXiv:1211.5102 

arXiv:1407.2410 

6/24/2015 



Low-x physics

35
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   Low x and gluon saturation    
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gluon measurement down to x=10-6 ! < 5%  
-   FL measurements would improve further 
-  Allow understanding of possible non-linear evolution (not accommodated by 

DGLAP fits) leading to saturation at low x (tension between F2 and FL) 
-  Important for high energy neutrino cross sections 

! E.g. essential input for ICECUBE observations  

now… 

then… 

6/24/2015 Monica D'Onofrio, LHeC Workshop, CERN/Chavannes 



Higgs studies at LHeC
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Result 9
• Mass reconstructed with 1st and 2nd minimum η b-jets.  
• Signal region is defined as [100,130] GeV.

Signal H->bb 119±2
CCjjj no top 9±3
CC single top 17±2

CC Z 7±1
NC Z 0
PAjjj 73±17

CCbkg total 33±4
NCbkg total 73±17

• We can detect H->bb signal in good efficiency. 
• Peak around 80 GeV is Z boson from CC background. 
• PAjjj background has large statistical error due to small statistics. 
• Electron tagging of Photo-production events could further suppress BG 

under peak.

Events in signal region

S/√B = 11.5

100 fb-1

- Errors are weighted

•100fb-1/year

M. Tanaka (Tokyo Tech), LHeC workshop

photoproduction
multijets



Conclusions
•Precise PDF knowledge stays to be crucial in 
LHC and post-LHC era in search for new physics.

•Scale uncertainty of theoretical calculation needs 
to improve as well.  NLO, NNLO, NNNLO ...
•HERAPDF2.0 recently released using (only) final 
full cross sections from H1+ZEUS.
•LHC measurements also sensitive to PDF, giving 
added precision - good prospects for Run 2.
•Ultimate big jump would be a new ep collider: 
LHeC (and FCC-he).
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