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First	of	all	

•  Before	O1	of	aLIGO	,	the	most	relevant	GW	
source	was	Neutron	Star	(NS)-NS	mergers	
although	the		first	directly	detected	GW	source	is		
Binary	BH-BH	(BBH)	merger.	

	
Almost	everybody	was	surprised	by		〜30-30	solar	
mass	BH	merger	event.	
	
However	we	predicted	30Msun-30Msun	BBH	in	2014.	
	



What	is	O1(Observing	Run	1)	
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PLANNING FOR A BRIGHT TOMORROW: PROSPECTS FOR
GRAVITATIONAL-WAVE ASTRONOMY WITH ADVANCED LIGO
AND ADVANCED VIRGO
Where do you see yourself in five years? This is a dreaded interview question. It is hard to predict where you
will end up in the future, as you never know what opportunities (or setbacks) you will encounter or how your
interests will change. However, it is a good idea to have a plan, to think about what you want to accomplish so
you can set yourself goals. Scientific collaborations also have to think about the future, and it is just as hard for
us to do so. Often, we are trying to do things for the very first time so it can be difficult to judge how long they
will take; however, with so many people from all around the world involved, it is extremely useful to have a plan
so that we can co-ordinate our efforts.

LIGO and Virgo have thought about where we want to be in five (and more) years, and have written up an
answer. This might not be much use for job interviews, but should let other astrophysicists know what to
expect. A plan was first produced back in 2013, and now we are updating it with our progress. The good news
is that we are currently right on target! In fact, we are near the upper end of our expectations.

The Advanced LIGO detectors officially began their first observing run, which is called O1, on 18 September
2015. The detectors are not yet at final sensitivity, but are roughly four times more sensitive than the pre-
Advanced LIGO best. It is a long and complicated process to improve our gravitational-wave detectors. Rather
than wait until they are at their final sensitivity before beginning observations, we plan to carry out several
observing runs along the way. This is done because we are excited to start the search for gravitational waves
as soon as possible; because we want to gain experience operating our detectors in stable, undisturbed
observing state, and because we want to test out our data-analysis methods. Figuring out how to extract all
the information we can from our data (while checking carefully for any gravitational waves that might be
present) is just as tricky as getting the instruments working in the first place. O1 is planned to last for four
months, closing mid-January 2016. Then work will start on upgrading the instruments for our second observing
run, which is called O2; those upgrades will be informed by what we have learned about the instruments
during O1. O2 will start in 2016 and last around six months. Hopefully, around this time Advanced LIGO will be
joined by Advanced Virgo. Following O2 we will upgrade again, before observing for nine months in our third
observing run, which is called (you can probably guess) O3. Each upgrade should improve the sensitivities of
our detectors and increase our chances of detecting gravitational waves. Eventually, if all goes according to
plan, both Advanced LIGO and Advanced Virgo will be running at full sensitivity by 2021.

It is not just those impatient for the first direct detection of gravitational waves who are interested in the
Advanced LIGO and Advanced Virgo observing plans. Many other astronomers are also keen to look for an
explosion (or its afterglow) that accompanies a gravitational-wave event. These explosions are called
electromagnetic counterparts, as observations are made with electromagnetic radiation (such as visible light,
radio or gamma-rays) as well as with gravitational radiation (gravitational waves). The detection of both
electromagnetic and gravitational radiation from the same source enables a more complete understanding of
the physics, and simultaneous observations like these are called multi-messenger astronomy. Some
gravitational-wave sources, like merging neutron stars, may come with an accompanying electromagnetic
signal while others, like merging black holes, probably do not (although that would make it more exciting if an
electromagnetic counterpart were discovered). To plan their observations, astronomers need to know when we
will be looking for gravitational waves and how much of the sky they will need to cover.

When localising sources on the sky, gravitational-wave detectors work much like ears locating the source of a
sound. The time difference between the signal arriving at different detectors gives information about where it
came from. Adding Advanced Virgo to the network will made a huge difference in locating the source! There is
also a plan to put a LIGO detector in India to enhance the network further, and within the next few years the
LIGO and Virgo detectors will also be joined by a Japanese detector KAGRA that is currently under
construction. The localization on the sky will improve as the detector network advances. Adding more
detectors to the network will also increase the fraction of the time that we have the two or more detectors
observing (which we need to make a detection). However, improving the detectors' sensitivity will also make
the network sensitive to more distant gravitational-wave sources, which would have fainter electromagnetic
counterparts. Astronomers have a difficult challenge ahead of them.

The one thing we cannot plan for is exactly when a gravitational-wave signal will pass through the Earth.
However, each step of progress in detector sensitivity and data analysis increases our chance of making a
detection. LIGO, Virgo and KAGRA will be detecting gravitational-wave signals soon, and perhaps there will be
electromagnetic counterparts too.

GLOSSARY

Electromagnetic radiation: Visible light stretches from red to violet, but outside the range our eyes can
see this spectrum continues. Beyond red light there is infra-red, microwaves and radio waves, and beyond
violet there is ultraviolet, X rays and gamma rays. This is the spectrum of electromagnetic radiation, and
astronomers use each part of the spectrum to learn more about the Universe. All electromagnetic
radiation takes the form of ripples in electric and magnetic fields, and differ in their frequency or
wavelength (the length of a ripple).
Gravitational radiation: Ripples in space-time created by accelerating massive objects. Like
electromagnetic radiation, they travel at the speed of light. They are predicted by Einstein's theory of
general relativity and are commonly known as gravitational waves. If you would like to know more, you
have come to the right place! Try looking at our other pages on gravitational-wave science.

FIGURES FROM THE PUBLICATION

For more information on these figures, see the preprint
on the arXiv.

 

Our current plan for how the sensitivity of the Advanced LIGO and
Advanced Virgo detectors will progress with time. The curves on the plots
show the expected strain noise across the spectrum of gravitational-wave
frequencies; the strain is a good measure of the sensitivity of the detectors
to gravitational waves. The lower the sensitivity curve on the plots, the
better we are at measuring gravitational waves (the easier it is to detect
quieter signals, like those from sources further away). We cannot predict
exactly how things will go, but these are our current best estimates. The
BNS-optimized curve is an idea to specially tune the detectors to search
for binary neutron stars, which are expected to be one of the most
common sources.

A plausible time-line for how LIGO and Virgo detectors will operate over
the coming decade. Dates become more uncertain the further they are in
the future. The colored bars correspond to observing runs, with the colors
matching those in the sensitivity plots above. Between observing runs, we
work on tuning our detectors to improve their sensitivity, and have
engineering runs where we test the instruments and check that we
understand how they behave while running.
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In	O1	GWs	from	two	BBH		
	and	one	candidate	
were	detected		.		
Especially	GW150914	is	
	the	first	one	with	
	〜30Msun	--30Msun	BH	
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frequencies; the strain is a good measure of the sensitivity of the detectors
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better we are at measuring gravitational waves (the easier it is to detect
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BNS-optimized curve is an idea to specially tune the detectors to search
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Osaka&20.6.2015

30%+%30%solar%mass%BHs
Interes1ng&target&for&three&

reasons: 
 
Inspiral&and&ringdown&phases&

have&roughly&equal&SNRs,&so&

provides&good&test&of&GR 
 
If&popula1on&III&stars&(formed&at&

redshios&5\10)&exist,&these&

might&be&a&substan1al&frac1on.&

Perhaps&we&will&detect&several&

of&them&in&the&first&aLIGO&data&

run&O1,&this&September!
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y Kanda, the LCGT collaboration, arXiv:1112.3092

30M_sun-30M_sun

Similar SNR for the inspiral and ringdown phases

Nakano%Talk

Summary	talk	of	GWPAW2015(June)	by		Bruce	Allen	
30	Msun	comes	from	Kinugawa	et	al.	2014		16/12/08	 6	
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dz

c is computed using the Planck Collaboration et al.
(2015) cosmology and the last factor corrects for the difference
in source and observer clocks. Because the GW strength of
signals depends (to within factors ∼2) on inclination and the
detector response depends strongly on sky position, f zd ( ) is the
probability that a binary with the given source-frame masses at
redshift z is louder than the signal-to-noise ratio threshold of 8
(integrated over isotropic sky locations and orientations). With
this definition, and assuming a constant volumetric merger rate
* per unit comoving volume per unit source time, the expected
number of detections during an observing run of duration T is
given by V Tc* .
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phase that is dynamically unstable leading to inspiral in a
common envelope (in which the first BH potentially grows
slightly in mass; O’Shaughnessy et al. 2005a), (iv) the second
core-collapse event leading to BBH formation, and (v) inspiral
due to GW emission and merger. Dominik et al. (2012) found
that the vast majority of BBH mergers follow this evolutionary
path: 99% at solar metallicity and 90% at 0.1 Z:. Alternative
formation pathways, avoiding mass transfer and common
envelope, may be possible if massive stars remain rapidly
rotating, stay chemically homogeneous through their lifetimes,
remain compact, and do not become giant stars (see de Mink
et al. 2009; Mandel & de Mink 2016; Marchant et al. 2016).

Most studies indicate that model predictions, in particular
merger rates, but also probability distributions of BBH properties,
are affected by a considerable number of physical factors and
associated parameters, albeit at different levels of sensitivity: (i)
initial binary properties (masses, mass ratios, and orbital periods),
(ii) stellar evolution models including metallicity-dependent wind-
driven mass loss, (iii) mass and associated angular momentum
transfer between binary components and loss from the systems,
(iv) treatment of tidal evolution, (v) treatment of common-
envelope evolution, and (vi) BH natal kicks. The significance of
(v) and (vi) has been discussed recently for the StarTrack(Belc-
zynski et al. 2008a) models by Dominik et al. (2012) and
Belczynski et al. (2015). Recently, de Mink & Belczynski (2015)
concluded that the current uncertainties in initial binary properties
(i) do not dramatically change the rates. The other factors, i.e.,
(ii)–(vi), have been consistently identified as important, not just
for rate predictions, but also for predictions of BH mass spectra in
merging BBHs.

As we have discussed, the GW150914 masses favor the newer,
weaker stellar winds and metallicities below Z:. Quantitative
models for BH and BBH formation considering such conditions
have appeared only in the past five years, starting with Belczynski
et al. (2010b), and in numerous follow-up studies(Dominik et al.
2012, 2013, 2015; Belczynski et al. 2015; Spera et al. 2015).
Dominik et al. (2013) fold in cosmological effects, accounting for
redshift evolution of the formation rate and metallicity (down to
Z 10 4= - ). With the extension to such low metallicities, the
strong dependence on the common-envelope treatment found
earlier (Dominik et al. 2012) is weakened in the case of formation
of BHs more massive than 20 M:. In fact, it is striking that, once
full metallicity evolution is included, BBH systems that merge
within the age of the universe and have total masses as high as
∼100 M: are rather generically formed regardless of other model
assumptions; still, predicted detectable samples seem to be
dominated by less massive BBH systems(Belczynski et al.
2014; Dominik et al. 2015).

On the extreme low-metallicity end, it has been proposed
that BBH formation is also possible in the case of stellar
binaries at zero metallicity (Population III [PopIII] stars; see
Belczynski et al. 2004; Kinugawa et al. 2014). The predictions
from these studies are even more uncertain, since we have no
observational constraints on the properties of first-generation
stellar binaries (e.g., mass function, mass ratios, orbital
separations). However, if one assumes that the properties of
PopIII massive binaries are not very different from binary
populations in the local universe (admittedly a considerable
extrapolation), then recently predicted BBH total masses agree
astonishingly well with GW150914 and can have sufficiently
long merger times to occur in the nearby universe(Kinugawa
et al. 2014). This is in contrast to the predicted mass properties

of low (as opposed to zero) metallicity populations, which
show broader distributions(Belczynski et al. 2015).
We conclude that predictions from a broad range of models

for BBH formation from isolated binaries are consistent with
the GW150914 masses provided that newer, weaker massive-
star winds and extrapolations to metallicities of 1/2 Z: or
lower are adopted. More calculations of massive binary
evolution with updated wind prescriptions and taking cosmo-
logical evolution into account are needed to fully exploit the
new information that would be provided by additional GW
detections.

3.4. BBH Masses from Dense Stellar Environments

Over the last few decades our understanding of the evolution
of BHs in dense stellar clusters has evolved considerably.
Based on early analyses(Kulkarni et al. 1993; Sigurdsson &
Hernquist 1993) BHs form in clusters from massive stars and
quickly mass segregate to the center through dynamical friction
(on a timescale shorter than the overall relaxation time by a
factor that is the ratio of the mass of the typical BH to the
mass of an average background star). In these high-density
conditions, BHs dynamically interact, forming binaries, and
often are ejected from the cluster. Such dynamical interactions
preferentially keep the heaviest objects in binaries and eject the
lightest, producing heavier binaries and driving mass ratios
closer to unity(Heggie 1975). Portegies Zwart & McMillan
(2000) presented the first significant N-body simulation of
equal-mass BHs in a dense cluster, and they found that the
ejected BBH systems are sufficiently eccentric that they will
merge within the age of the universe at a rate important for
LIGO/Virgo observations. Since then, studies of varying levels
of detail have examined BBH formation in clusters and have
identified the importance of three-body interactions for hard-
ening binaries to the point they can merge in a Hubble time,
pointing out that these interactions are also responsible for
dynamical ejections(Gültekin et al. 2004, 2006; Kocsis et al.
2006; Banerjee et al. 2010; Bae et al. 2014) as well as in
galactic centers (Miller & Lauburg 2009; O’Leary et al. 2009;
Kocsis & Levin 2012; Tsang 2013). GW kicks(Zlochower &
Lousto 2015 and references therein) can also eject post-merger,
single BHs from their host clusters. Throughout these studies
BHs are assumed to be of a single fixed mass (typically 10 M:).
Therefore, although their results are relevant for understanding
the effects of stellar dynamics on BBH formation and evolution
and the expected merger rates (Section 6), they cannot be used
to determine the expected masses of BBH mergers formed in
dynamical environments.
O’Leary et al. (2006, 2007) and Sadowski et al. (2008)

presented the first BBH population predictions from dense
clusters with a BH mass spectrum. Their treatment of the
effects of stellar dynamics was based on simple cross sections
and a static density background. Nevertheless, their results
generically produced BBH mergers in the local universe with
BH masses of several tens of solar masses.
The first simulations to account in detail for both binary

evolution and stellar dynamics with a BH mass spectrum and
with realistic numbers of particles were by Downing et al.
(2010, 2011) and by Morscher et al. (2013, 2015). Morscher
et al. (2015) and Rodriguez et al. (2016) further accounted for a
population of globular clusters with varying cluster properties
(mass, density, and metallicity). Examination of these results
indicates, very much like the models of isolated binary
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From	

Pop	III	stars	=	the	first	stars	acer	big	bang	
with	no	metals.	No	mass	loss.	These	stars	should	
	exist	but	they	have	not	been	observed.	
Pop	I	stars=	stars	like	our	sun	with	〜2%	metal.	
Pop	II	stars=	stars	with	0.1%〜0.01%	metal	
Pop	I	and	II	stars	lose	their	mass	in	the	evolu2on	
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Why	30Msun	?	
Possible Indirect Confirmation of the Existence of Pop III Massive Stars by Gravitational Wave 3

2 METHOD OF BINARY POPULATION

SYNTHESIS SIMULATIONS

2.1 Single star evolution

2.1.1 Population III stars

Pop III stars are formed in the early universe from
primordial gas, i.e., without heavy elements. The
star formation process of Pop III stars has been in-
vestigated by many authors (Tegmark et al. 1997;
Omukai & Nishi 1998; Bromm, Coppi & Larson 2002;
Yoshida, Omukai & Hernquist 2008; Greif et al. 2012).
According to their studies, the differences of the chemical
compositions lead to the following three features of Pop III
stars compared with Pop I stars:(1) more massive > 10 M⊙

(2) smaller stellar radius for the same mass (3) less mass
loss by stellar wind. Since these features play key roles in
a single stellar evolution and binary interactions (see also
Sec. 2.2), we briefly summarize these features of Pop III
stars in what follows.

In primordial gas, the H2-line emission is the main
cooling process, which is less efficient than the dust cool-
ing as in Pop I star formation. Since the gas temperature
is kept hotter, typically massive cloud collapses and forms
protostars at the center. Recent numerical simulations (e.g.,
Hosokawa et al. 2011, 2012; Stacy et al. 2012) suggest that
the Pop III protostar can grow to ∼ several 10 M⊙ until the
radiation feedback halts the gas accretion onto the central
protostar. Therefore, Pop III stars at the ZAMS stage are
typically more massive than Pop I stars of mass ∼ 1 M⊙.

When the protostar reaches the Zero Age Main Se-
quence (ZAMS) stage, the star contracts until the central
temperature rises above 108 K to generate C via triple-alpha
reaction so that CNO-cycle starts (Marigo et al. 2001).
Thus, stable structure of Pop III ZAMS star has the smaller
radius than that of Pop I stars. As a result, the binary in-
teraction for Pop III stars becomes more weak than those
for Pop I stars. Figure 1 shows the Hertzsprung-Russell
(HR) diagram for Pop III stars over the mass range of
10 ! M ! 100 M⊙ from the ZAMS stage to the begin-
ning of the C-burning stage. In Pop III star case, the central
temperature is so high that the He-burning soon begins af-
ter the end of the H-burning. Therefore, the resultant stellar
evolution at the post main sequence stage is different from
the usual Pop I star case (Kippenhahn & Weigert 1990).

The mass loss due to the stellar wind and pulsation
has impacts on the stellar evolution and the mass of the
remnant compact objects. For Pop III star case, such mass-
loss processes do not operate because of no heavy elements
at the stellar surface (e.g. Baraffe, Heger & Woosley 2001;
Inayoshi, Hosokawa & Omukai 2013). Therefore, we neglect
the effect of the mass loss on the stellar evolution.

2.1.2 Fitting formulae of Pop III steller evolution

In order to include the single PopIII star evolution to
the binary population synthesis simulation code given by
Hurley, Tout & Pols (2002), we need to construct the fit-
ting formula to the stellar radius and the core mass as a
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Figure 1. The Hertzsprung-Russell (HR) diagram for the Pop
III stars of mass 10 M⊙ ! M ! 100 M⊙ using the data taken
from Marigo et al. (2001). The number attached to each solid
curve is the mass of each star in unit of M⊙. The dashed line
shows the ZAMS (Zero Age Main Sequence) stars. Red circles,
green triangles and blue squares correspond to the beginning of
He-burning, the end of the He-burning and the beginning of the
C-burning, respectively.

function of time since it consumes too long cpu time to nu-
merically evolve Pop III stars up to the C-burning phase in
each population synthesis. Using the results of stellar evolu-
tion for Pop III stars calculated by Marigo et al. (2001), we
here present fitting formulae of the stellar radius and core
mass as functions of the stellar mass M and the time (t)
from the birth of a star.

We basically fit the stellar radii of Pop III stars in the
same way as Hurley, Pols & Tout (2000) did for Pop I stars.
As shown in Fig. 1, we divide the life of Pop III stars into
the four characteristic phases: (1) H-burning phase (from the
ZAMS to red circle), (2) the He-burning phase (from red cir-
cle to green triangle), (3) the He-shell burning phase (blue
square), and (4) after the C-ignition. In the followings, we
show the fitting formulae in each phase. We use the sub-
scripts H, He, HeS and C to each physical variables such
as the radius and the mass to show the H-burning phase,
the He-burning phase, the He-shell burning phase and the
C-burning phase, respectively. The superscripts b and e de-
note the beginning and the end of each phase, respectively.
Basically, the fitting formulae are expressed as the forms of
polynomials of the mass and age. In other cases, we will
mention how to obtain each formulae.

(1) H-burning phase

In order to characterize the stellar radius of the H-burning
phase, we first need to obtain the stellar radius of the ZAMS
(RZAMS), the stellar radius at the end of the main sequence,
and the H-burning time tH, which can be expressed as

(RZAMS/R⊙) = 1.22095 + 2.70041 × 10−2(M/10 M⊙)

+ 0.135427(M/10 M⊙)2 − 1.95541 × 10−2(M/10 M⊙)3

+ 8.7585 × 10−4(M/10 M⊙)4, (1)

c⃝ 0000 RAS, MNRAS 000, 000–000

Main	Sequence	
(Hydrogen	burning	phase)	

Because	it	ends	its	life	as	blue	giant.	
While	larger	mass	star	ends	its	life	
	as	red	giant	with	large	mass	loss	in	the	
	common	envelope	phase.	

For	details,	
Kinugawa’s	talk	
	on  Wednesday.	



What	is	chirp	mass?	
Consider		binary	compact	stars	with	mass	m1	and	m2	
orbi2ng	circularly	with	frequency	forb.	Then	the	
gravita2onal	wave	amplitude	h+	and	hx	at	distance	r	is	
given	by　	
　　h+=3.2x10-22(r/200Mpc)-1(Mchirp/1.2Msun)5/6(f/20Hz)-1/6cos(2πc)(cos2i+1)/2	
	
　　hx=3.2x10-22(r/200Mpc)-1(Mchirp/1.2Msun)5/6(f/20Hz)-1/6/sin(2πc)cos(i)	

where		f=2forb	and	Mchirp=(m1m2)3/5/(m1+m2)1/5		

 	i	is	the	inclina2on	angle	of	the	binary.	
	
GW	amplitude	is	in	propor2on	to	5/6	power	of	chirp	
mass.		Large	chirp	mass	means	large	GW	amplitude!!　	
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My	summary	talk	at	GWPAW2016(June)	in	Boston	

•  In	GWPAW2015(June)		Bruce	predicted	GW150914	
using	Nakano’s	presenta2on	and	Kinugawa	et	al.2014	

•  Now	as	for	chirp	mass	,	BBH	>>	NS-BH	>>	NS-NS	
•  The	detectable	range	is	propor2onal	to	5/6	power	of	
the	chirp	mass	and	the	volume	is	5/2	

•  So	that	BBH	is	the	easiest	detectable	source.	
•  Following	this	tendency	in	O2,	I	predict	
• NS-BH	will	be	observed	!!	
•  I	hope	this	slide	will	be	shown	first	in	GWPAW2017	
like	Bruce’s	slide	in	GWPAW2016.	
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  SGRB	vs	NS-NS	and	NS-BH		
1)  Conclusions		are	

2)	As	an	example	if	NS-BH	is	10%	of	SGRB,	it	will	be	
detected	in	O2	with	the	rough		es2mate	of	events	
〜		0.09--4	depending	on	MBH.	
	
3)	NS-NS	might	have	nothing	to	do	with	SGRB	
	  or	the	event	rate	is	higher	than	expected.	
	
				

16/12/08	 11	



3 important variables of GRBs	

•  	Eiso=	total	energy	if	the	emission	is	isotropic	
•  Lp=	peak	value	of	the	luminosity	
•  	Ep=	peak	energy	of	the	photon		
•  for	dim	GRBs	Ep	is		difficult	to	determine.	
•  It	is	impossible	to	determine	these	three	values	
without	redshic.	

•  Are	there	rela2ons	among	Ep,	Lp		and		Eiso?	
There	are	at	least	two	empirical	rela2ons.	

12	16/12/08	



Yonetoku relation for （Ep-Lp）  	
•  Yonetoku, Murakami, Nakamura et al. in 2004.    

We only had 11 LGRBs with z, Ep and Lp.	

Petrosian 1993; Maloney & Petrosian 1999; Lloyd-Ronning
et al. 2002a). The present work is the first to derive the GRB
formation rate on the basis of the Ep-luminosity relation.
Throughout the paper, we assume a flat-isotropic universe
with !m ¼ 0:32, !" ¼ 0:68, and H0 ¼ 72 km s"1 Mpc"1

(Bennett et al. 2003; Spergel et al. 2003).

2. DATA ANALYSIS

First, we analyzed 11 GRBs in the BATSE archive with
known redshifts (970508, 970828, 971214, 980326, 980329,
980703, 990123, 990506, 990510, 991216, and 000131).
Following previous work by Amati et al. (2002), we calculate
the Ep of the burst average spectra and the peak luminosity
integrating between 1 s intervals at the peak, because this is a
better distance indicator than the burst average luminosity.

We used spectral data detected by the BATSE LAD detec-
tors and performed a spectral analysis with the standard data
reduction for each GRB.4 We extracted the burst data in the
#T90 interval for each burst and subtracted the background
spectrum derived from the average spectrum before and after
the GRB in the same data set. We adopted the spectral model
of a smoothly broken power law (Band et al. 1993). The
model function is described below:

N (E ) ¼

A

!
E

100 keV

"!

exp " E

E0

! "
; for E $ (! " " )E0;

A

!
E

100 keV

""
(! " " )E0

100 keV

# $!""
exp (" " ! ); for E % (! " " )E0:

8
>>><

>>>:

ð1Þ

Here N(E ) is in units of photons cm"2 s"1 keV"1 and E0 is the
energy at the spectral break; ! and " are the low- and high-
energy power-law indices, respectively. For the cases of
" < "2 and ! > "2, the peak energy can be derived as
Ep ¼ (2þ ! )E0, which corresponds to the energy at the
maximum flux in the #F# spectra. The peak luminosity with
the proper k-correction can be calculated as L ¼ 4$d 2

LF%kc,
where dL and F% are the luminosity distance and observed
peak flux integrated between 30 and 10,000 keV, respectively.
The k-correction factors (kc) are estimated by the same method
used by Amati et al. (2002), are consistent with the ones of

Bloom et al. (2001), and do not exceed 2. We summarize the
fitting results for the 11 GRBs in Table 1.

3. EP -LUMINOSITY RELATION

In Figure 1 we show the peak luminosities, in units of
1052 ergs s"1, as a function of peak energy, Ep(1þ z), in the
rest frame of each GRB. For GRB 980703, only a lower limit
of Ep(1þ z) is set because of the spectral index " > "2. The
BeppoSAX results reported by Amati et al. (2002) are also
included in the same figure after correcting the energy range.
Here we converted the peak fluxes of Amati et al. (2002, their
Table 1) into the peak luminosity of our energy range of 30–
10,000 keV, using their spectral parameters. Therefore, we can
combine our 11 BATSE results with BeppoSAX results in the
same plane. This is the key to the present work.
There is a higher and tighter positive correlation between

Ep(1þ z) and L than in previous works. The linear correla-
tion coefficient, including the weighting factors, is 0.958 for
14 degrees of freedom (16 samples with firm redshifts5;

4 See http://cossc.gsfc.nasa.gov/analysis/index.html.

5 Since there are four samples detected by both BeppoSAX and BATSE, so
the independent sample is 12.

TABLE 1

Spectral Parameters for 11 Known-Redshift GRBs of BATSE

GRB Redshift ! "
Ep(1 + z)

(keV)

Peak Flux

(10"6 ergs cm"2 s"1)

Peak Luminosity

1052 ergs s"1 &2/dof kc
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Fig. 1.—Ep-luminosity relation. The open squares are our present results
with BATSE. The results of BeppoSAX (Amati et al. 2002) are also shown as
the filled squares. Both results are plotted as Ep(1þ z) at the rest frame of the
GRBs and the peak luminosity between 30 and 10,000 keV derived by the 1 s
peak flux. The points shown with two crosses indicate the results of GRBs
with ambiguous redshifts (GRB 980326, GRB 980329 and GRB 000214). The
solid line is the best-fit power-law model for the data.
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Petrosian 1993; Maloney & Petrosian 1999; Lloyd-Ronning
et al. 2002a). The present work is the first to derive the GRB
formation rate on the basis of the Ep-luminosity relation.
Throughout the paper, we assume a flat-isotropic universe
with !m ¼ 0:32, !" ¼ 0:68, and H0 ¼ 72 km s"1 Mpc"1

(Bennett et al. 2003; Spergel et al. 2003).

2. DATA ANALYSIS

First, we analyzed 11 GRBs in the BATSE archive with
known redshifts (970508, 970828, 971214, 980326, 980329,
980703, 990123, 990506, 990510, 991216, and 000131).
Following previous work by Amati et al. (2002), we calculate
the Ep of the burst average spectra and the peak luminosity
integrating between 1 s intervals at the peak, because this is a
better distance indicator than the burst average luminosity.

We used spectral data detected by the BATSE LAD detec-
tors and performed a spectral analysis with the standard data
reduction for each GRB.4 We extracted the burst data in the
#T90 interval for each burst and subtracted the background
spectrum derived from the average spectrum before and after
the GRB in the same data set. We adopted the spectral model
of a smoothly broken power law (Band et al. 1993). The
model function is described below:
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Here N(E ) is in units of photons cm"2 s"1 keV"1 and E0 is the
energy at the spectral break; ! and " are the low- and high-
energy power-law indices, respectively. For the cases of
" < "2 and ! > "2, the peak energy can be derived as
Ep ¼ (2þ ! )E0, which corresponds to the energy at the
maximum flux in the #F# spectra. The peak luminosity with
the proper k-correction can be calculated as L ¼ 4$d 2

LF%kc,
where dL and F% are the luminosity distance and observed
peak flux integrated between 30 and 10,000 keV, respectively.
The k-correction factors (kc) are estimated by the same method
used by Amati et al. (2002), are consistent with the ones of

Bloom et al. (2001), and do not exceed 2. We summarize the
fitting results for the 11 GRBs in Table 1.

3. EP -LUMINOSITY RELATION

In Figure 1 we show the peak luminosities, in units of
1052 ergs s"1, as a function of peak energy, Ep(1þ z), in the
rest frame of each GRB. For GRB 980703, only a lower limit
of Ep(1þ z) is set because of the spectral index " > "2. The
BeppoSAX results reported by Amati et al. (2002) are also
included in the same figure after correcting the energy range.
Here we converted the peak fluxes of Amati et al. (2002, their
Table 1) into the peak luminosity of our energy range of 30–
10,000 keV, using their spectral parameters. Therefore, we can
combine our 11 BATSE results with BeppoSAX results in the
same plane. This is the key to the present work.
There is a higher and tighter positive correlation between

Ep(1þ z) and L than in previous works. The linear correla-
tion coefficient, including the weighting factors, is 0.958 for
14 degrees of freedom (16 samples with firm redshifts5;

4 See http://cossc.gsfc.nasa.gov/analysis/index.html.

5 Since there are four samples detected by both BeppoSAX and BATSE, so
the independent sample is 12.
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Fig. 1.—Ep-luminosity relation. The open squares are our present results
with BATSE. The results of BeppoSAX (Amati et al. 2002) are also shown as
the filled squares. Both results are plotted as Ep(1þ z) at the rest frame of the
GRBs and the peak luminosity between 30 and 10,000 keV derived by the 1 s
peak flux. The points shown with two crosses indicate the results of GRBs
with ambiguous redshifts (GRB 980326, GRB 980329 and GRB 000214). The
solid line is the best-fit power-law model for the data.
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Fig. 1, open and filled squares) for log ½Ep(1þ z)# and log ½L#.
The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
Ep-luminosity relation, the best-fit function is

L

1052 ergs s%1
¼ (2:34þ2:29

%1:76)$10%5

!
Ep(1þ z)

1 keV

"2:0'0:2

; ð2Þ

where the uncertainties have a 1 ! error.

4. REDSHIFT ESTIMATION AND GRB
FORMATION RATE

The Ep-luminosity relation derived from BeppoSAX and
BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
example, 12 GRBs in the 220 samples of Fenimore &
Ramirez-Ruiz (2000) (trigger numbers: 678, 1468, 1601,
1623, 2193, 2383, 2428, 2890, 2984, 2993, 3593, and 5473)
have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
Ep *1000 keV at the observer’s rest frame, but their peak
luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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Fig. 1, open and filled squares) for log ½Ep(1þ z)# and log ½L#.
The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
Ep-luminosity relation, the best-fit function is

L

1052 ergs s%1
¼ (2:34þ2:29

%1:76)$10%5
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1 keV
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where the uncertainties have a 1 ! error.
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indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
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have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
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luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
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where the uncertainties have a 1 ! error.
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BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
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luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
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marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.
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For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
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Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
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That is, using the observed flux fp and the peak photon energy Ep 
with  dL(z) being the luminosity distance to lead L=4πdL(z)2fp . 
Inserting this luminosity into Ep-Lp, only z is unknown. 
 
 
 
 
 
Therefore z is determined if you believe in Ep-Lp relation(Yonetoku  
relation). 
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The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
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BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
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higher. In this section, using the Ep-luminosity relation, we try
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within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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Fig. 1, open and filled squares) for log ½Ep(1þ z)# and log ½L#.
The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
Ep-luminosity relation, the best-fit function is

L

1052 ergs s%1
¼ (2:34þ2:29

%1:76)$10%5

!
Ep(1þ z)

1 keV

"2:0'0:2

; ð2Þ

where the uncertainties have a 1 ! error.

4. REDSHIFT ESTIMATION AND GRB
FORMATION RATE

The Ep-luminosity relation derived from BeppoSAX and
BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
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BATSE GRBs without known redshifts.
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lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
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1623, 2193, 2383, 2428, 2890, 2984, 2993, 3593, and 5473)
have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
Ep *1000 keV at the observer’s rest frame, but their peak
luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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In 2004, we already predicted z ~ 10 LGRB. 
Present record is z=8.3	
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where Li; lim is determined at the crossing point of the flux limit
and z ¼ zi. We show the cumulative GRB formation rate  (z)
in Figure 7.

The differential (not the cumulative) form of the GRB
formation rate is more useful for the purpose of comparison
with the SFRs in other wave bands. So we convert  (z) into
the differential form with the following equation:

!(z) ¼ d (z)

dz
(1þ z)

dV (z)

dz

! "#1

; ð9Þ

where the additional factor of (1þ z) comes from the cosmo-
logical time dilation, and dV (z)=dz is a differential comoving
volume. In Figure 8 we show the relative GRB formation rate
!(z). The best result is described by

!(z) / (1þ z)6:0&1:4 for z < 1;

(1þ z)0:4&0:2 for z > 1:

(
ð10Þ

The upper and the lower bounds caused by the uncertainty of
the Ep-luminosity relation is shown by the dotted lines.

5. DISCUSSION

We investigated the spectral properties of GRBs with
known redshifts and found a high correlation between the
peak energies, Ep(1þ z), and the peak luminosities. While the
correlation to a small sample has been pointed out previously
(e.g., Amati et al. 2002; Atteia 2003; Schaefer 2003a, 2003b),
we have succeeded in combining the results of BeppoSAX and
BATSE into equation (2). Although several authors mentioned
the probable selection effect in the Ep-L (or Ep-F") relation, we
conclude that this relation is not affected by either the detector
efficiency and/or their small sample selection (e.g., Amati
et al. 2002; Lloyd-Ronning & Ramirez-Ruiz 2002b). The re-
lation is an intrinsic property, but the most significant selection
is the flux limit. We avoid the selection effect by using a #
statistical method and the nonparametric method of equa-
tions (5) and (6), taking into account the flux-truncation effect
correctly.

Using the Ep-luminosity relation, we have estimated the
redshifts of the 689 GRBs without known redshifts. How-
ever, we excluded 56 samples having larger Ep values. These
samples gave extremely large distances or no solution. This
might be caused by the simple linear extension of our
Ep-luminosity equation toward the harder Ep and the brighter
L end of the data. At present, we do not have enough infor-
mation about the Ep-luminosity relation for GRBs with high
Ep values, so we simply expand the Ep-luminosity relation up
to z ¼ 12, as was done in previous work by Fenimore &
Ramirez-Ruiz (2000).

For the 689 samples, we found the existence of a luminosity
evolution of gk(z) ¼ (1þ z)2:60

þ0:15
#0:2 , as shown in Figure 5.

Luminosity evolutions of (1þ z)1:4&0:5 and (1þ z)1:7&0:5 were
suggested independently by Lloyd-Ronning et al. (2002a) and
Wei (2002). Our luminosity evolution is larger than the pre-
vious results, and this value is comparable with the luminosity
evolution of QSOs. For example, Caditz & Petrosian (1990)
and Maloney & Petrosian (1999) estimated the luminosity
evolution of the QSO samples as gk(z) ¼ (1þ z)3 and

Fig. 6.—Cumulative luminosity function  (L0) of L0 ¼ L=(1þ z)2:60, which
is normalized to unity at the dimmest point. This luminosity function is
equivalent to the present luminosity function, because the effect of luminosity
evolution is removed.

Fig. 7.—Cumulative GRB formation rate  (z) as a function of z, which is
also normalized to unity.

Fig. 8.—Relative GRB formation rate normalized at the first point. The
solid line is the result based on the best fit of the Ep-luminosity relation. Two
dotted lines indicate the upper and lower bounds caused by the uncertainty of
the Ep-luminosity relation, and they are also normalized at the first point. The
error bars accompanying the open squares represent the 1 $ statistical un-
certainty of each point.

GRB FORMATION RATE AND Ep-LUMINOSITY RELATION 939No. 2, 2004

 co-moving frame LGRB formation 
Rate is increasing as a function of z. 	
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 How about  Ep-Lp relation for SGRBs？	

•  Many	difficul2es	existed.	
•  Since	the	dura2on	of	SGRB	is	short,	the	
number	of	photon	is	small.	Therefore	the	
determina2on	of	Ep	is	difficult.		

•  Many	SGRBs	have		no	or	dim	acerglow,	so	
that	it	is	difficult	to	determine	redshic	z.	

•  As	a	whole	the	number	of		SGRBs	with	z	and	
Ep	has	been	increasing	very	slowly.	
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Tsutsui	et	al.	succeeded	to	determine	Ep--Lp	rela2on	in	
(MNRAS	2013	431,	1398).	

The correlations for short gamma-ray bursts 1399

Table 1. List of all SGRB candidates until the end of 2011 used for the analysis. Each column corresponds to the redshift
z, the rest-frame duration T rest

90 = T90/(1 + z), the spectral peak energy Ep, the peak luminosity Lp in 64 ms of the observer
frame time bin, the isotropic energy Eiso, class of SGRB candidates and the reference, respectively. For details see the text.

GRB Redshift T rest
90 (s) Ep (keV) Lp (erg s−1) Eiso (erg) Class Ref.a

040924 0.86 0.81 124.55+11.15
−11.15 (2.28+0.25

−0.24) × 1052 (1.01+0.05
−0.05) × 1052 Misguided (1)

050709b 0.16 0.60 97.32+7.76
−0.58 (7.51+0.76

−0.81) × 1050 (4.33+0.29
−0.30) × 1049 Secure (2)

051221 0.55 0.91 621.69+87.42
−67.69 (2.77+0.29

−0.29) × 1052 (3.53+0.43
0.31 ) × 1051 Secure (3)

061006 0.44 0.35 954.63+198.39
−125.86 (2.06+0.15

−0.31) × 1052 (9.83+0.20
−0.94) × 1051 Secure (4)

070714B 0.92 1.04 2150.40+910.39
−443.52 (6.56+0.79

−1.36) × 1052 (1.61+0.18
−0.24) × 1052 Secure (5)

071020 2.15 1.11 1012.69+152.94
−101.33 (3.06+0.35

−1.04) × 1053 (1.24+0.04
−0.47) × 1053 Misguided (6)

080913 6.70 1.04 1008.05+1052.52
−224.54 (3.18+0.28

−0.50) × 1053 (1.09+0.11
−0.08) × 1053 Misguided (7)

090423 8.26 1.30 612.36+193.53
−193.53 (4.63+9.95

−1.48) × 1053 (1.17+1.45
−0.38) × 1053 Misguided (8)

090510 0.90 0.16 8679.58+947.69
−947.69 (1.04+0.24

−0.14) × 1054 (4.54+1.05
−0.61) × 1052 Secure (8)

100117A 0.92 0.16 936.96+297.60
−297.60 (1.89+0.21

−0.35) × 1052 (1.87+0.23
−0.23) × 1051 Secure (8)

100206 0.41 0.09 638.98+131.21
−131.21 (9.98+11.50

−3.25 ) × 1051 (7.63+7.89
−2.29) × 1050 Secure (8)

100816A 0.81 1.11 235.36+15.74
−15.74 (9.69+1.95

−1.28) × 1051 (9.03+1.52
−1.04) × 1051 Misguided (8)

101219A 0.72 0.35 841.82+107.56
−82.50 (1.56+0.24

−0.23) × 1052 (8.81+1.00
−1.05) × 1051 Secure (9)

aReferences for spectral parameters, peak fluxes and fluences: (1) Golenetskii et al. (2004); (2) Villasenor et al. (2005); (3)
Golenetskii et al. (2005); Norris et al. (2005); (4) Golenetskii et al. (2006); (5) Ohno et al. (2007); Kodaka et al. (2007); (6)
Golenetskii et al. (2007); (7) Pal’Shin et al. (2008); Stamatikos et al. (2008); (8) This work; (9) Golenetskii et al. (2010).
b70 ms peak luminosity.

the distribution is similar to that of LGRBs known at that time.
On the other hand, Nakar & Piran (2005), Band & Preece (2005),
Butler et al. (2007) and Shahmoradi & Nemiroff (2010) argued
that the Ep−Lp correlation might be due to selection effects, since
Ep was determined from the time-integrated spectra. However,
Ghirlanda, Nava & Ghisellini (2010) showed that in the individ-
ual pulses of several LGRBs, the Ep−Lp correlation holds for each
pulse even though Ep changes an order of magnitude from pulse to
pulse. A similar property was found for GRB 061007 by Ohno et al.
(2009). These results strongly suggest that the Ep−Lp correlation
is not a result of selection biases but a real physical one.

As for SGRBs, the number of SGRBs with measured redshifts and
Ep was so small that it was difficult to check if the Ep−Lp correlation
holds or not. However, Ghirlanda et al. (2011) showed that for 14
Fermi/Gamma-ray Burst Monitor (GBM) SGRBs without redshifts,
the individual pulses follow a relation of Ep ∝ F s

pulse with s ∼ 1
where Fpulse is the observed energy flux. This reminds us what
happened to the individual pulses of LGRBs in Ghirlanda et al.
(2010) and suggests that a similar correlation might exist even for
SGRBs in the rest frame.

In this study, we select 13 SGRB candidates with well-determined
redshift and spectral parameters, Ep, Lp and Eiso, to see if the corre-
lations among Ep, Lp and Eiso exist. In Section 2, we will show that
our criteria on SGRBs yield 8 secure SGRBs out of 13 SGRB candi-
dates. Using these SGRBs, we examine if the Ep−Eiso and Ep−Lp

correlations exist or not. In Section 3, we will apply the Ep−Lp cor-
relation obtained in Section 2 to 71 bright BATSE SGRBs without
measured redshift to determine the pseudo-redshift z. Section 4 will
be devoted to discussions. Throughout the paper, we adopt a cosmo-
logical model with !" = 0.7, !m = 0.3 and H0 = 70 kms−1Mpc−1.

2 SG R B S W I T H W E L L - D E T E R M I N E D
RE D SHIFT z, Ep, Lp A N D Eiso

In the previous works, it has been checked whether SGRBs are con-
sistent with the Ep−Eiso and Ep−Lp correlations for LGRBs. First,

Amati (2006) showed that two short GRBs are clear outliers of the
Ep−Eiso correlation. Then, Ghirlanda et al. (2009) found that their
six SGRBs are inconsistent with the Ep−Eiso correlation, while
they possibly follow the Ep−Lp correlation. Now, by the end of
2011, there are more than 10 SGRBs which have well-determined
redshifts and spectral parameters so that we can check more sys-
tematically if SGRBs are consistent with LGRB correlations and if
they have their own correlations among Ep, Lp and Eiso. Recently,
Zhang et al. (2012) examined the Ep−Eiso correlations for the 7
short and 105 long GRBs separately and confirmed quantitatively
that they are significantly different from each other. On the other
hand, concerning the Ep−Lp correlation, they derived the corre-
lation from the mixture of LGRBs and SGRBs and insisted, from
a visual inspection, that SGRBs are consistent with their LGRB
correlation. In fact, to argue the consistency between LGRBs and
SGRBs, they should derive the correlations separately and compare
them, as we will do below. A comparison of our results and Zhang
et al. (2012) will be given in Section 4.

Table 1 shows our list of SGRB candidates which are selected
as GRBs with T rest

90 = T90/(1 + z) < 2 s following Gruber et al.
(2011), rather than T90 < 2 s. The list contains the redshift z, the
rest-frame duration T rest

90 , the spectral peak energy Ep, the peak
luminosity Lp in 64 ms of the observer-frame time bin, the isotropic
energy Eiso, class of SGRB candidates which will be explained later,
and the reference. To make Table 1, we collected all GRBs by the
end of 2011 with the values of T rest

90 < 2s, the measured redshift z,
the spectral peak energy Ep, the peak flux Fp, obs and the fluence Sobs

within the energy range between Emin and Emax of each instrument.
In order to obtain tighter correlations, the time bin of Fp, and then
Lp, should be defined in the time in the GRB rest frame as discussed
in Tsutsui et al. (2011, 2013) for LGRBs. However, the number
of SGRBs is so small to determine the best time bin of Lp that
we simply adopt here 64 ms in the observer frame for all SGRBs
candidates.

For GRBs detected by Fermi/GBM (090423, 090510, 100117A,
100206, 100816A), we analyse the spectrum with the software
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13 SGRB candidates. However  5 belong to LGRB. We have only 8 SGRBs.	
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Figure 1. The Ep–Eiso (left) and Ep−Lp (right) diagrams. The LGRBs from Yonetoku et al. (2010) are marked with the black filled triangles, misguided
SGRBs with the green filled circles and secure SGRBs with the red filled squares. The best-fitting function and 3σ int dispersion of the correlations of LGRBs
from Yonetoku et al. (2010) are indicated with the black solid and dotted lines, respectively. The peak luminosities of LGRBs are defined by 1024 ms bin in
the observer frame, while those of SGRBs by 64 ms bin in the observer frame.

package RMFIT1 (version 3.3rc8) and the GBM Response Matri-
ces v1.8, following the guidance of the RMFIT tutorial.2 For the
other GRBs, we obtained the data from the reference in footnote of
Table 1. From these spectral parameters, peak fluxes and fluences,
we can calculate the bolometric isotropic energy Eiso and the peak
luminosity Lp within the energy range 1–100 000 keV in the GRB
rest frame using the Band function (Band et al. 1993). Although
in most of previous works, Lp and Eiso within 1–10 000 keV were
adopted, in this paper we adopt the 1–100 000 keV range, be-
cause 090510 has Ep ∼ 8000 keV. Lp within 1–100 000 keV of
GRB 090510 is five times larger than that within 1–10 000 keV.
For 090424, 050709, 051221, 061006, 070714B, 071020, 080913,
100117A and 101219A, we used a fixed high-energy photon index
as β = −2.25, because we cannot obtain high-energy photon index
due to the lack of number of photons. For SGRBs with extended
emission, Ep and Eiso were estimated for initial short/hard spikes.

Here, we defined SGRB candidates as GRBs with T rest
90 < 2 s.

These are ‘candidates’ because there might be some contamina-
tion from LGRBs with relatively short duration (Zhang et al. 2009;
Levesque et al. 2010; Lü et al. 2010). Zhang et al. (2009) proposed
multiple observational criteria from their physical motivations, such
as supernova association, specific star formation rate of the host
galaxy, the location offset from the host galaxy, the duration, the
hardness and the spectral lag, etc. However, because most of these
observational properties are not available in many cases, these crite-
ria are not so useful in practice. In this study, we adopt much simpler
criteria by Lü et al. (2010) which utilize the Ep−Eiso correlation for
LGRBs as a discriminator against SGRBs. Thus, we define GRBs
which have T rest

90 < 2 s and are consistent with the Ep−Eiso corre-
lation for LGRBs within the 3σ int dispersion level as ‘misguided
SGRBs’ and the others as ‘secure SGRBs’. That is, if an SGRB can-
didate is not consistent with the Ep−Eiso correlation for LGRBs, we

1 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
2 http://fermi.gsfc.nasa.gov/ssc/data/analysis/user/vc_rmfittutorial.pdf

regard it as a secure SGRB. In Table 1, we can find that misguided
SGRBs tend to have longer T rest

90 and redshift than secure SGRBs.
It might not be surprising because the higher the redshift, the more
difficult it becomes to observe the long tail of the prompt emission.
Then it is inevitable to underestimate T rest

90 . We should note that
all SGRBs with extended emission in Table 1 (061006, 070714B,
101219A) belong to secure SGRBs, so the extended emission might
be a good indicator of secure SGRBs.

Fig. 1 shows the Ep−Eiso (left) and Ep−Lp (right) dia-
grams for both SGRB candidates in this paper and LGRBs from
Yonetoku et al. (2010). In the left-hand panel of Fig. 1, the best-
fitting function and the 3σ int dispersion region of the Ep−Eiso cor-
relation for LGRBs are indicated by the black solid and dotted lines,
respectively. A misguided SGRB which is located within the 3σ int

dispersion region of the Ep−Eiso correlation for LGRBs is marked
by a green filled circle, while a secure SGRB by a red filled square.
We can see that the secure SGRBs are always under the best-fitting
function of the Ep−Eiso correlation for LGRBs, although it can
be above it from our definition of the secure SGRB. This suggests
that the Ep−Eiso correlation might exist even for secure SGRBs.
Similar argument was already discussed in previous studies (Amati
2006; Ghirlanda et al. 2009; Zhang et al. 2012). We estimate the
best-fitting function of the Ep−Eiso relation for secure SGRBs and
quantitatively check these previous arguments.

Let us assume a linear correlation in logarithm as log Eiso = A +
B(log Ep − ⟨log Ep⟩), where angular bracket denotes an average,
and a χ2 function as

χ2(A, B) =
∑ (log Ei

iso − A − B log(Ei
p/774.5 keV))2

σ 2
Eiso,i + B2σ 2

Ep,i + σ 2
int

, (1)

where σEiso (σEp ) is the statistical error of Eiso (Ep) for each burst, and
σ int (the same for all bursts) is the intrinsic dispersion of the relation
added as an extra component of Eiso scatter, since statistical errors of
σEiso and σEp do not account for a large scatter of the relation. In this
paper, we assume that the intrinsic distribution around a relation is
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Left Ep-Eiso relation(Amati relation) 
Black triangles→ LGRBs 
Green →  not SGRB but LGRB 
Red squares →　Secure SGRB 	

Right  Ep-Lp(Yonetoku relation) 
 black solid line →  Ep-Lp　for 
LGRBs with  3σ dotted lines 
All secure SGRBs are below  
Black solid line	 20	16/12/08	
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Figure 2. Left: the Ep−Eiso diagram for SGRBs. Right: the Ep−Lp diagram for SGRBs. In each figure, misguided SGRBs are marked with green filled
circles, and secure SGRBs with red filled squares. The best-fitting function and 3σ int dispersion are indicated with the red solid and dotted lines, respectively.

Gaussian and we estimate a value of σ int as the value which makes
a reduced χ2 value unity by trial and error. Then, the best-fitting
values and 1σ errors of A and B are estimated with the fixed value of
σ int. In the left-hand panel of Fig. 2, we plot only secure (red filled
square) and misguided (green filled circle) SGRBs in the Ep−Eiso

diagram. The red solid line represents the best-fitting function of
the Ep−Eiso correlation for secure SGRBs given by

Eiso = 1051.42±0.15 erg
(

Ep

774.5 keV

)1.58±0.28

. (2)

The logarithmic correlation coefficient (r) is 0.91 with the chance
probability (p) of 1.5 × 10−3 and σ int = 0.39. The dotted red line
shows the 3σ int dispersion. We can say that the Ep−Eiso correlation
exists for secure SGRBs also. Therefore, although it is correct that
SGRBs do not obey the Ep−Eiso correlation for LGRBs, which
has been claimed, they do obey the different Ep−Eiso correlation
with almost the same power-law index but a factor ∼100 smaller
amplitude in Eiso.
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, (3)
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. (4)

Comparing equation (3) and (4), we can say that SGRBs obey the
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(2012) compared the one for SGRBs of their sample with the one
for LGRBs of Ghirlanda et al. (2010). One may suspect that the
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3 R EDSHIFT ESTIMATION

From the analysis in the previous section, the Ep−Lp correlation
for SGRBs derived would be a better distance indicator of SGRBs
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Ep−Eiso correlation since r = 0.98 and p = 1.5 × 10−5. Both correlations for SGRBs are
dimmer than those of LGRBs for the same Ep by factors ∼100 (Ep − Eiso) and ∼ 5(Ep − Lp).
Applying the tighter Ep−Lp correlation for SGRBs to 71 bright Burst and Transient Source
Experiment SGRBs, we found that pseudo-redshift z ranges from 0.097 to 2.258 with the
mean ⟨z⟩ of 1.05. The redshifts of SGRBs apparently cluster at lower redshift than those of
LGRBs (⟨z ⟩ ∼2.2), which supports the merger scenario of SGRBs.
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1 IN T RO D U C T I O N

For long gamma-ray bursts (LGRBs), several observational cor-
relations among the rest-frame spectral peak energy Ep, the peak
isotropic luminosity Lp and the isotropic energy Eiso in the prompt
emission phase have been proposed. The Ep−Eiso correlation was
first reported by Amati et al. (2002) and argued by many authors
(Lamb et al. 2004; Sakamoto et al. 2004; Amati 2006; Amati,
Frontera & Guidorzi 2009; Yonetoku et al. 2010).

As for Lp, Yonetoku et al. (2004) reported a rather tight correlation
between Ep and the observed frame 1-s peak isotropic luminosity
Lp. In 2004, the number of LGRBs with well-determined redshifts
and spectral parameters was only 16. Nevertheless, the correlation
was found to be very tight: the linear correlation coefficient (r)

⋆ E-mail: tsutsui@resceu.s.u-tokyo.ac.jp

between log Ep and log Lp is 0.958 and the chance probability (p) is
5.3 × 10−9. Several authors argued on the property of the Ep−Lp

correlation (Ghirlanda et al. 2005a; Ghirlanda, Ghisellini & Firmani
2005b; Krimm et al. 2009) and confirmed the existence. Tsutsui
et al. (2009) found that adding a new observables TL, the luminosity
time defined by TL = Eiso/Lp, improves the correlation and gave the
Ep−TL−Lp correlation. In the Ep−TL−Lp correlation, the intrinsic
dispersion is reduced by ∼40 per cent compared with the Ep−Eiso

and Ep−Lp correlations.
Ghirlanda, Ghisellini & Celotti (2004) applied the Ep−Lp cor-

relation to bright short gamma-ray bursts (SGRBs) observed by
Burst and Transient Source Experiment (BATSE) without mea-
sured redshift. That is, they assumed that SGRBs obey the
same Ep−Lp correlation of LGRBs and estimated the pseudo-
redshifts of SGRBs, although no evidence for the existence of
the Ep−Lp correlation for SGRBs at that time. They found that
the pseudo-redshifts are obtained for all selected SGRBs and
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Table 6. The sample of 79 short BATSE GRBs.

Trig. T90 P α E0 χ2(dof) Fluence Peak flux
s phot/(cm2 s) keV erg/cm2 erg/(cm2s)

6293 0.192±0.091 88.53±1.00 -1.27±0.02 1.216(109) 4.56E-6 >5.74E-5
298 0.455±0.065 56.13±1.27 -0.57±0.92 85.38± 64.90 1.113(102) 1.99E-7 1.43E-5
3412 0.068±0.006 54.82±0.76 -1.31±0.52 110.20± 80.98 0.892(103) 2.62E-7 1.91E-5
6668 0.116±0.006 39.12±0.61 -0.39±0.49 126.80± 62.57 1.184(107) 4.99E-7 1.18E-5
444 0.256±0.091 28.55±0.76 -0.87±0.23 113.50± 28.39 1.132(102) 5.07E-7 8.04E-6
2514 0.200±0.094 28.40±0.74 -0.81±0.14 163.30± 25.95 1.129(100) 1.12E-6 8.99E-6
3152 1.793±0.066 25.34±0.72 -0.40±0.09 683.70±116.50 1.175(107) 6.55E-6 4.64E-5
5561 0.104±0.011 19.28±0.45 -1.20±1.48 48.51± 25.00 0.956(108) 1.65E-7 8.69E-6
3087 1.152±0.091 18.68±0.58 -1.19±0.15 273.10± 74.50 1.103( 76) 2.89E-6 7.02E-6
2273 0.224±0.066 18.59±0.55 -0.18±0.45 132.70± 49.46 0.886(100) 3.88E-7 6.26E-6
7281 1.664±0.143 16.83±0.42 -0.83±0.15 123.30± 18.60 1.296(107) 2.21E-6 4.80E-6
2068 0.591±0.060 15.63±0.59 -0.22±0.26 97.07± 22.85 1.210(107) 3.91E-7 4.19E-6
2125 0.223±0.013 15.42±0.56 -0.48±0.30 240.50± 90.00 0.844(102) 4.57E-7 7.43E-6
3173 0.208±0.025 14.90±0.58 -1.00±0.18 559.60±281.65 1.356(105) 6.69E-7 9.52E-6
2679 0.256±0.091 13.73±0.51 -0.32±0.13 650.20±149.25 1.363(107) 3.14E-6 2.72E-5
1553 0.960±0.143 13.70±0.52 -0.87±0.11 764.00±183.60 1.173( 96) 6.62E-6 1.35E-5
6123 0.186±0.042 12.83±0.42 -0.23±1.64 76.66± 49.00 1.107(108) 1.11E-7 3.10E-6
6635 1.152±0.143 12.05±0.39 -1.74±0.15 129.50± 32.70 1.014( 91) 2.76E-6 6.57E-6
1088 0.192±0.091 11.92±0.55 0.10±2.11 68.08± 61.79 1.186(104) 7.41E-8 2.80E-6
1453 0.192±0.453 11.89±0.51 -0.16±0.65 94.20± 48.00 0.812(108) 1.80E-7 3.17E-6
6535 1.664±0.143 11.88±0.38 -0.97±0.08 1175.60±384.27 1.391(108) 7.36E-6 1.47E-5
2320 0.608±0.041 11.03±0.47 -0.58±0.19 129.00± 26.10 0.794(103) 7.57E-7 3.23E-6
2933 0.320±0.091 10.77±0.44 0.22±0.62 130.20± 55.94 1.429(107) 3.42E-6 4.33E-6
7939 1.039±0.072 10.77±0.38 -0.41±0.15 99.73± 12.96 1.193( 82) 2.53E-6 2.86E-6
2614 0.296±0.057 10.49±0.52 -1.00±0.18 469.60±222.80 0.836(108) 6.08E-7 5.84E-6
2715 0.384±0.091 10.47±0.50 0.08±0.11 562.80± 85.20 1.049(108) 7.69E-6 3.30E-5
2896 0.456±0.033 10.44±0.48 -0.87±0.26 79.94± 18.19 1.072(106) 7.53E-7 2.89E-6
7784 1.918±1.995 10.29±0.34 -0.83±0.35 140.20± 54.30 1.432(108) 5.63E-7 3.05E-6
2317 0.896±0.091 9.73±0.46 -0.53±0.25 73.46± 13.12 1.249( 65) 1.04E-6 2.41E-6
2834 0.680±0.011 8.79±0.44 -0.54±0.24 407.60±168.80 1.165( 85) 1.36E-6 6.90E-6
6679 1.408±0.091 8.62±0.35 -0.61±0.27 318.90±141.60 1.409(107) 9.39E-7 4.91E-6
6527 1.856±0.516 8.47±0.38 -1.32±0.21 80.36± 15.60 1.090( 95) 3.33E-6 3.25E-6
7353 0.249±0.004 8.47±0.38 0.00±0.22 615.80±197.40 1.181(107) 4.19E-6 2.72E-5
5277 0.496±0.023 8.14±0.33 0.29±0.24 208.40± 30.81 0.885(106) 1.54E-6 6.46E-6
8104 0.384±0.091 8.13±0.30 0.42±1.35 110.60± 70.37 0.774(107) 2.20E-7 3.04E-6
2330 0.804±0.009 8.03±0.39 -0.86±0.29 616.90±491.30 0.961( 75) 1.02E-6 6.54E-6
6263 1.984±0.181 7.99±0.31 -0.36±0.64 69.14± 30.59 1.054(107) 3.78E-7 1.91E-6
5339 0.832±0.091 7.77±0.33 -0.40±0.10 567.90± 99.64 0.732( 93) 4.95E-6 1.12E-5
603 1.472±0.272 7.50±0.56 -0.71±0.63 155.30± 93.62 1.004( 85) 3.78E-7 2.36E-6
6368 0.896±0.326 7.24±0.34 -1.37±0.18 0.997(108) 3.21E-7 >4.26E-6
6606 0.704±0.389 7.16±0.29 -1.77±0.20 0.973(108) 5.02E-7 >3.04E-6
3642 0.704±0.091 6.83±0.31 0.21±0.88 89.97± 58.42 1.262(107) 2.92E-7 1.93E-6
6671 0.256±0.091 6.71±0.31 -1.39±0.13 0.937(100) 5.36E-7 >3.84E-6
5647 1.088±0.326 6.50±0.32 -0.06±0.80 108.50±115.16 1.366(107) 1.74E-7 1.95E-6
7375 0.311±0.073 6.40±0.31 -0.47±0.87 267.90±200.05 1.039(101) 3.19E-7 3.46E-6
677 0.055±0.008 6.21±0.44 0.65±1.29 127.20±168.26 0.751(105) 1.22E-7 3.18E-6
1076 0.161±0.016 6.18±0.44 -2.46±0.33 1.417( 89) 1.20E-7 >2.16E-6
936 1.438±0.065 5.85±0.44 -0.84±0.26 341.50±179.45 1.069(104) 7.03E-7 2.91E-6
5607 1.088±0.091 5.85±0.30 -0.71±0.23 426.20±199.45 1.150( 82) 1.19E-6 3.97E-6
7142 0.969±0.064 5.81±0.28 0.94±0.33 124.10± 12.79 0.953(107) 1.42E-6 3.50E-6
4955 0.464±0.036 5.73±0.31 -1.04±0.45 298.20±371.80 1.176(107) 2.71E-7 2.33E-6
4776 0.448±0.091 5.54±0.28 -0.19±0.32 232.70± 88.45 1.152(107) 6.90E-8 3.27E-6
7813 0.564±0.164 5.37±0.29 -2.68±0.17 1.053(108) 5.59E-7 >1.94E-6
1760 0.576±0.143 5.27±0.35 -0.25±0.28 188.70± 56.95 1.027(105) 6.18E-7 2.37E-6
7378 1.247±0.077 5.25±0.33 -0.52±0.16 536.20±153.35 1.465(107) 2.60E-6 5.87E-6
4660 1.168±0.080 5.15±0.29 0.56±0.21 161.70± 23.80 0.919( 87) 1.92E-6 3.53E-6
5533 0.768±0.091 5.12±0.30 0.02±0.15 335.20± 60.15 0.971( 87) 2.91E-7 6.26E-6
7078 0.448±0.091 5.11±0.42 -3.60±0.45 0.920(108) 1.73E-7 >2.90E-6

12 Ghirlanda et al.: Short versus Long GRBs

Table 6. continue....

Trig. T90 P α E0 χ2(dof) Fluence Peak flux
s phot/(cm2 s) keV erg/cm2 erg/(cm2s)

5527 0.820±0.008 5.04±0.26 -0.34±0.11 489.30± 88.30 0.760( 90) 3.73E-6 6.41E-6
3735 1.301±0.091 4.83±0.29 0.00±0.18 301.70± 55.05 1.286(107) 2.60E-6 4.91E-6
3297 0.272±0.023 4.45±0.33 -0.83±0.37 496.80±501.70 1.198(106) 4.90E-7 3.07E-6
2952 0.680±0.018 4.37±0.34 -0.69±0.25 570.20±312.15 0.791(107) 8.76E-7 4.13E-6
5599 0.598±0.043 4.24±0.26 -0.79±0.30 664.70±637.40 1.234(106) 8.25E-7 4.07E-6
5529 1.015±0.129 4.23±0.29 1.37±0.96 65.65± 22.09 1.015(106) 2.95E-7 1.31E-6
7133 1.079±0.37 4.08±0.26 -0.14±0.29 135.80± 36.25 1.115(107) 6.01E-7 1.43E-6
7793 1.093±0.04 3.99±0.27 -0.05±0.22 470.90±126.35 1.054(106) 4.34E-6 7.56E-6
2377 0.496±0.011 3.98±0.33 0.06±0.26 229.30± 55.10 0.875(100) 6.90E-7 2.91E-6
3606 1.824±0.066 3.95±0.26 0.19±0.35 175.90± 49.60 1.216(102) 1.72E-6 2.26E-6
3113 0.976±0.023 3.90±0.35 -0.78±0.16 690.00±316.25 1.145( 90) 1.54E-6 3.95E-6
6715 0.452±0.027 3.71±0.26 -0.25±0.78 206.20±187.77 1.178(107) 4.34E-7 1.83E-6
575 0.413±0.022 3.70±0.46 0.17±0.87 121.40± 63.56 0.890(106) 1.71E-7 1.35E-6
2217 0.656±0.029 3.56±0.31 0.36±0.27 281.00± 93.35 1.234( 73) 1.46E-6 4.97E-6
3921 0.464±0.161 3.52±0.24 0.36±0.48 179.90± 66.60 1.086(106) 5.42E-7 2.39E-6
5206 0.304±0.023 3.46±0.28 -1.23±0.09 1.219(107) 3.81E-7 >2.34E-6
2918 0.448±0.091 3.44±0.34 -0.60±0.63 252.50±195.90 1.085(100) 1.77E-7 1.59E-6
3940 0.576±0.091 3.19±0.22 -0.33±0.44 101.80± 40.67 1.187( 97) 2.50E-7 8.64E-7
7912 1.856±0.707 3.10±0.25 -0.28±0.26 150.90± 47.65 1.236(107) 8.05E-7 1.11E-6
6341 1.920±0.707 3.05±0.28 -0.25±0.29 332.00±143.20 0.878(107) 1.34E-6 2.64E-6
3359 0.344±0.025 3.01±0.25 0.67±0.90 121.00± 74.79 1.037(104) 2.35E-7 1.46E-6

BATSE Bright SGRB  Ghirlanda, Nava Ghisellini at al. 2009 with  no z information  	
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72 bright BATSE SGRBs with Ep. Using Ep-Lp relation of SGRB we determined z. 
To derive the luminosity function and the event rate we used 45 SGRBs above the 
solid line of fp= 4x10-6erg cm-2 s-1 so that we determined the lower limit of the event rate. 
Squares are ８ SGRBs to determine Ep-Lp relation for SGRB.	

MNRAS 431, 1398–1404 (2013) doi:10.1093/mnras/stt262
Advance Access publication 2013 March 12

Possible existence of the Ep−Lp and Ep−Eiso correlations for short
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ABSTRACT
We analysed correlations among the rest-frame spectral peak energy Ep, the observed frame
64 ms peak isotropic luminosity Lp and the isotropic energy Eiso for 13 short gamma-ray burst
(SGRB) candidates having the measured redshift z, T obs

90 /(1 + z) < 2 s and well-determined
spectral parameters. An SGRB candidate is regarded as a misguided SGRB if it is located
in the 3σ int dispersion region from the best-fitting function of the Ep−Eiso correlation for
long GRBs (LGRBs), while the others are regarded as secure SGRBs possibly from compact
star mergers. Using 8 secure SGRBs out of 13 SGRB candidates, we tested whether the
Ep−Eiso and Ep−Lp correlations exist for SGRBs. We found that the Ep−Eiso correlation for
SGRBs (Eiso = 1051.42 ± 0.15 erg s−1(Ep/774.5 keV)1.58 ± 0.28) seems to exist with the correlation
coefficient r = 0.91 and chance probability p = 1.5 × 10−3. We also found that the Ep−Lp

correlation for SGRBs (Lp = 1052.29 ± 0.066 erg s−1(Ep/774.5 keV)1.59 ± 0.11) is tighter than the
Ep−Eiso correlation since r = 0.98 and p = 1.5 × 10−5. Both correlations for SGRBs are
dimmer than those of LGRBs for the same Ep by factors ∼100 (Ep − Eiso) and ∼ 5(Ep − Lp).
Applying the tighter Ep−Lp correlation for SGRBs to 71 bright Burst and Transient Source
Experiment SGRBs, we found that pseudo-redshift z ranges from 0.097 to 2.258 with the
mean ⟨z⟩ of 1.05. The redshifts of SGRBs apparently cluster at lower redshift than those of
LGRBs (⟨z ⟩ ∼2.2), which supports the merger scenario of SGRBs.

Key words: radiation mechanisms: non-thermal – gamma-ray burst: general.

1 IN T RO D U C T I O N

For long gamma-ray bursts (LGRBs), several observational cor-
relations among the rest-frame spectral peak energy Ep, the peak
isotropic luminosity Lp and the isotropic energy Eiso in the prompt
emission phase have been proposed. The Ep−Eiso correlation was
first reported by Amati et al. (2002) and argued by many authors
(Lamb et al. 2004; Sakamoto et al. 2004; Amati 2006; Amati,
Frontera & Guidorzi 2009; Yonetoku et al. 2010).

As for Lp, Yonetoku et al. (2004) reported a rather tight correlation
between Ep and the observed frame 1-s peak isotropic luminosity
Lp. In 2004, the number of LGRBs with well-determined redshifts
and spectral parameters was only 16. Nevertheless, the correlation
was found to be very tight: the linear correlation coefficient (r)

⋆ E-mail: tsutsui@resceu.s.u-tokyo.ac.jp

between log Ep and log Lp is 0.958 and the chance probability (p) is
5.3 × 10−9. Several authors argued on the property of the Ep−Lp

correlation (Ghirlanda et al. 2005a; Ghirlanda, Ghisellini & Firmani
2005b; Krimm et al. 2009) and confirmed the existence. Tsutsui
et al. (2009) found that adding a new observables TL, the luminosity
time defined by TL = Eiso/Lp, improves the correlation and gave the
Ep−TL−Lp correlation. In the Ep−TL−Lp correlation, the intrinsic
dispersion is reduced by ∼40 per cent compared with the Ep−Eiso

and Ep−Lp correlations.
Ghirlanda, Ghisellini & Celotti (2004) applied the Ep−Lp cor-

relation to bright short gamma-ray bursts (SGRBs) observed by
Burst and Transient Source Experiment (BATSE) without mea-
sured redshift. That is, they assumed that SGRBs obey the
same Ep−Lp correlation of LGRBs and estimated the pseudo-
redshifts of SGRBs, although no evidence for the existence of
the Ep−Lp correlation for SGRBs at that time. They found that
the pseudo-redshifts are obtained for all selected SGRBs and
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chance probability is 1.5 × 10−5. Although this is not as tight
as that for LGRBs due to the fact that the number of SGRBs is
half that of LGRBs, it is accurate enough to use as a redshift
indicator for many SGRB events without known redshifts.

In this article, we determine the redshifts of SGRBs observed
by BATSE using the Ep–Lp correlation mentioned above. Then,
we obtain a non-parametric estimate of the luminosity function
and SGRB formation rate versus redshift based on many
more samples compared with previous studies. This article is
organized as follows. In Section 2, we describe the observations
and data analyses. After that, we show the redshifts estimated
by the Ep–Lp correlation for SGRBs, and obtain the cumulative
redshift distribution and compare it with the observed one. We
also show the cumulative luminosity function and the SGRB
formation rate as a function of redshift with the non-parametric
method, i.e., without any assumptions on both distributions.
Section 3 is devoted to discussions and the implications of the
results.

2. OBSERVATIONS AND DATA ANALYSES

2.1. Data Selection

We used the BATSE current burst catalog which contains
2704 GRBs observed during its life time (∼9.2 yr) in orbit.
The average fraction of sky coverage of the BATSE instruments
is 0.483, so the effective life time is ∼4.4 yr for the entire
sky. We selected events with a short time duration equal to
T90 < 2 s in the observer frame as SGRB candidates. Here, T90
is measured as the duration of the time interval during which
90% of the total observed counts were detected. After that,
we selected the brightest 100 SGRBs in 1024 ms peak photon
flux. The peak flux of all of the events we selected is brighter
than 1 photons cm−2 s−1. The trigger efficiency of the BATSE
instrument is almost 100% (larger than 99.988%), so we can
estimate the SGRB rate without any correction on this point.

2.2. Spectral Analyses

We used spectral data detected by the BATSE Large Area
Detector detectors and performed the standard data reduction
method. Then, we succeeded in analyzing spectral data for
72 events. The other 28 events are statistically poor or have
variable background conditions, so we failed to obtain spectral
parameters for the standard analyses.

We used the spectral model of the smoothly broken power-
law model, the so-called Band function (Band et al. 1993), as
follows:

N (E) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A
(

E
100 keV

)α
exp

(
− E

E0

)

for E ! (α − β)E0,

A
(

E
100 keV

)β (
(α−β)E0
100 keV

)α−β

exp(β − α)
for E " (α − β)E0,

(3)

where N (E) is in units of photons cm−2 s−1 keV−1. The spectral
parameters α, β, and E0 are the low- and high-energy index,
and the energy at the spectral break, respectively. For the case
of β < −2 and α > −2, the peak energy can be derived as
Ep = (2 + α)E0. Although Ghirlanda et al. (2009) performed
spectral analyses for 79 SGRBs with a cutoff power-law (CPL)
model, we used the Band function for all of the events in this
work because the Ep–Lp correlation by Tsutsui et al. (2013) is
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Figure 1. Redshift distribution of SGRBs estimated by the Ep–luminosity
correlation by Tsutsui et al. (2013). The solid squares are the known redshift
samples, and the solid circles are those of pseudo-redshifts. The solid line is the
flux limit of 4 × 10−6 erg cm−2 s−1.

based on the Band function. If we could not determine the high-
energy spectral index β, we fixed the parameter as β = −2.25,
which is the average value of bright events.

2.3. Redshift Estimation for SGRBs

For LGRBs, there are well-known correlations between Ep
and brightness, like the Amati—Yonetoku—Ghirlanda correla-
tions (e.g., Amati et al. 2002; Yonetoku et al. 2004, 2010; Amati
2006; Ghirlanda et al. 2004). Recently, Tsutsui et al. (2013) re-
ported the Ep–luminosity correlation in SGRBs as Equation (2).
This is ∼5 times dimmer than the Ep–luminosity correlation of
LGRBs (see Equation (1)). This equation can be rewritten as

d2
L

(1 + z)1.59
= 1050.88

4πFp

( Ep

100 keV

)1.59
erg s−1. (4)

Here, the right side of the equation is composed of observed
values. As Yonetoku et al. (2004) demonstrated, using the
observed Ep and 64 ms peak flux, we can estimate the pseudo-
redshift and luminosity distance for each event. Then, we used
the cosmological parameters Ωm = 0.3 and ΩΛ = 0.7, and the
Hubble parameters H0 = 71 km s−1 Mpc−1.

We succeeded in calculating all of the pseudo-redshifts for 72
events. In Figure 1, we show the data distribution on the plane of
redshift and the 64 ms peak luminosity. The filled squares and
circles are the known redshift samples with precious spectral
parameters (secure SGRBs by Tsutsui et al. 2013) and pseudo-
redshift samples, respectively. The error of pseudo-redshift is
mainly caused by the statistical uncertainty of Ep, and that of
luminosity depends on the estimated redshift. The solid line is
caused by the flux limit, which must pass just near the lowest
and highest data points because of the demand of our method
to estimate the SGRB rate and luminosity function. If it does
not, then there is the possibility that the algorithm recognizes
meaningless stronger luminosity evolution because of the lack
of data around the flux limit. In this analyses, we set a flux limit
of 4 × 10−6 erg cm−2 s−1 to obtain as much data as possible.

In Figure 2, we show the correlation between the Ep value of
this work (Band function) and those of Ghirlanda et al. (2009;
CPL function). We confirmed that both results strongly correlate
with each other while our Ep is slightly smaller than their results.

2
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Figure 2. Correlation between the Ep values of this work (Band function) and
those of Ghirlanda et al. (2009; CPL function). The solid line is an equivalent
line. Both results strongly correlate with each other, but our results are slightly
smaller than those of Ghirlanda et al. (2009) for almost all samples. This trend
comes from the different model function of the spectral analyses, as pointed out
by Kaneko et al. (2006).

This result is recognized as being due to the difference of model
function, as mentioned by Kaneko et al. (2006). The CPL tends
to have larger Ep than the Band function.

To confirm whether or not our redshift determination is con-
sistent with one of the known redshift SGRBs, we compared the
cumulative redshift distributions of both samples. In Figure 3,
we show the cumulative redshift distribution of 22 observed
SGRBs of z ! 1.13 (red; Fong et al. 2013) and our 45 BATSE
SGRBs that are brighter than the flux limit and have a pseudo-
redshift of z ! 1.14 (black) in Figure 1, respectively.8 The
reason we set an upper bound on the redshift comes from the
small number (only one) of known redshift SGRBs larger than
z = 1.13.

We performed a Kolmogorv–Smirnov test between the red
and black lines in Figure 3 which shows the probability of the
null-hypothesis to be 79.4%. Moreover, we estimate a possible
error region for the cumulative distribution of 45 pseudo-redshift
samples. As shown in Figure 1, the estimated redshifts have
errors that mainly come from Ep errors, so we performed 100
Monte Carlo simulations for each point and estimated their
cumulative redshift distributions. The results are also shown
as gray lines in Figure 3, and we can see the error region
well contains the observed distribution (red line). Therefore, we
conclude that our estimated redshift distribution is almost the
same distribution as the observed one, and the Ep–Lp correlation
for SGRBs (Tsutsui et al. 2013) is a good distance indicator.
Hereafter, we use 53 SGRBs above the flux truncation of
4 × 10−6 erg cm−2 s−1 with maximum redshift z = 2.2 to
estimate the SGRB formation rate in the next section.

2.4. Methodology

In general, the luminosity function can be written as
Ψ(L, z) = ρ(z)φ(L/gk(z),αs)/gk(z). Here, ρ(z), φ(L/gk(z),

8 In Table 3 of Fong et al. (2013), 37 SGRBs are listed. However, 11 SGRBs
have either no firm redshift information, for example, two redshift candidates,
or only upper/lower limits for the redshift. Moreover, we removed three
possible host-less SGRBs because their redshift is measured by the absorption
lines in the optical afterglow and they may be smaller than the real redshift. We
removed the most distant SGRB of z = 2.609 to keep the shape of the
cumulative distribution. Finally, we use only 22 SGRBs.
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Figure 3. Cumulative redshift distribution of SGRBs up to z = 1.14. The black
and the red solid lines are for 45 BATSE SGRBs in this paper and 22 known
redshift samples observed by HETE-2 and Swift/BAT, respectively. The gray
solid lines behind them show possible error regions estimated by the 100 Monte
Carlo simulations. We can see the good agreement of red, black, and gray lines in
the entire region. The Kolmogorv–Smirnov test between the black and red lines
shows that the probability that the two curves arise from different distribution
is 79.4%, and the error region shown in gray lines covers the red line. This
strongly suggests that the Ep–Lp correlation for SGRB (Tsutsui et al. 2013) is a
good distance indicator.
(A color version of this figure is available in the online journal.)

αs), and gk(z) are the SGRB formation rate, the local luminosity
function, and the luminosity evolution, respectively. The param-
eter αs indicates the shape of the luminosity function, but we
ignore this effect because of the limited number of samples.
The goal of this analysis is to estimate the SGRB rate ρ as a
function of only z and the local luminosity function φ(L/gk(z))
after removing the luminosity evolution effect.

The statistical problem with estimating the true SGRB for-
mation rate and luminosity functions is how to handle the data
set truncated by the flux limit. In many cases, assuming some
parametric forms (model functions) for the luminosity function
and redshift distribution, all of the parameters are simultane-
ously estimated to fit the data distribution of the flux-limited
samples. However, if we use a model function far from the true
distribution, then we may obtain unrealistic solutions for each
parameter. Specifically, we have little knowledge about the func-
tional form of the SGRB formation rate and it may be different
from the general star formation rate. Therefore, it is preferable
to use a non-parametric method.

In this paper, we used a non-parametric method from Lynden-
Bell (1971), Efron & Petrosian (1992), Petrosian (1993), and
Maloney & Petrosian (1999) developed to estimate the redshift
distribution of distant Quasars. This method is also used for
LGRBs (e.g., Lloyd-Ronning et al. 2001; Yonetoku et al. 2004;
Dainotti et al. 2013). The details of the methodologies can
be found in these papers, so we briefly summarize the thread
of data analyses to estimate the luminosity function and the
SGRB formation rate independently. In this work, we follow
the notations and terminologies of Yonetoku et al. (2004) to
identify the best luminosity function distribution of Ψ(L, z);
see their Section 4.

2.5. SGRB Formation Rate

First of all, we estimate the correlation between the redshift
and the luminosity (luminosity evolution) assuming a functional
form of gk(z) = (1 + z)k . Then, we determined that the

3

Black lines：cumulative 
redshift distribution of 45 
BATSE  SGRBs 
 
Red lines：cumulative 
redshift distribution of 22 
SGRBs by HETE-2 and 
 Swift. 
 
Grey : 100 Mont Carlo 
Simulations taking into  
Account of error  
in Ep and Lp	
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Table 3
Short GRB Host Galaxy Morphologies

GRB T90
a zb Typec 90% XRT Uncert.d Pcc(<δR) References

(s) (arcsec)

Subarcsecond localized

050709 0.07/130 0.161 L 3 × 10−3 1–3
050724A 3 0.257 E 2 × 10−5 4–5
051221A 1.4 0.546 L 5 × 10−5 6–7
060121 2.0 <4.1 ? 2 × 10−3 8–9
060313 0.7 <1.7 ? 3 × 10−3 10–11
061006 0.4/130 0.4377 L 4 × 10−4 12–15
061201 0.8 0.111 H/L · · · /0.08 9, 16–17
070429B 0.5 0.9023 L 3 × 10−3 18–19
070707 1.1 <3.6 ? 7 × 10−3 20–21
070714B 2.0/64 0.9224 L 5 × 10−3 19, 22–23
070724A 0.4 0.457 L 8 × 10−4 24–25
070809 1.3 0.473 H/E · · · /0.03 9, 26
071227 1.8e 0.381 L 0.01 27–29
080503 0.3/170 <4.2 H/? · · · /0.1 9, 30–31
080905A 1.0 0.1218 L 0.01 32–33
081226A 0.4 <4.1 ? 0.01 34–35
090305 0.4 <4.1 H/? · · · /0.06 9, 36
090426A 1.3 2.609 L 1.5 × 10−4 37–38
090510 0.3 0.903 L 8 × 10−3 39–40
090515 0.04 0.403 H/E · · · /0.15 9, 41
091109B 0.3 <4.4 ? . . . 42–43
100117A 0.3 0.915 E 7 × 10−5 44–45
110112A 0.5 <5.3 H/? 0.43 46, This work
111020Af 0.4 . . . ? 0.01 47–48
111117Af g 0.5 1.3 L 0.02 49–50

XRT only

050509B 0.04 0.225 E 3.8 5 × 10−3 51–52
050813h 0.6 0.72/1.8 E/? 2.9 . . . 53–57
051210 1.3 >1.4 ? 1.6 0.04 14, 58
060502B 0.09 0.287 E 5.2 0.03 59–60
060801 0.5 1.130 L 1.5 0.02 61–62
061210 0.2/85 0.4095 L 3.9 0.02 14, 63
061217 0.2 0.827 L 5.5 0.24i 14, 64
070729g 0.9 0.8 E 2.5 0.05 65–66
080123 0.4/115 0.495 L 1.7 0.004 67–68
100206A 0.1 0.4075 L 3.3 0.02 69–70
100625A 0.3 0.452 E 1.8 0.04 71, This work
101219A 0.6 0.718 L 1.7 0.06 72, This work

Notes.
a Swift 15–150 keV. For bursts with extended emission, both the duration of the prompt spike and the duration including extended emission are
reported.
b Upper limits on redshift are based on the detection of the UV/optical afterglow and therefore the lack of suppression blueward of the Lyman limit
(λ0 = 912 Å) or Lyα line (λ0 = 1216 Å).
c L = late-type, E = early-type, ? = inconclusive type, H = “host-less.” For each host-less burst, we also list the type of the galaxy with the lowest
Pcc (Berger 2010a and this work).
d Only listed for XRT bursts (Goad et al. 2007; Evans et al. 2009).
e Evidence at the 4σ level for extended emission is reported to δt ≈ 100 s.
f Bursts with no optical afterglow, localized by Chandra.
g Bursts with galaxy type classifications based on extensive broadband photometry (Leibler & Berger 2010; Margutti et al. 2012). In particular, the
host of GRB 070729 has an inferred age (≈0.98 Gyr) and stellar mass (≈4 × 1010 M⊙; Leibler & Berger 2010) more consistent with an early-type
designation.
h There exists disagreement in the literature regarding the association of GRB 050813 with an early-type cluster galaxy at z = 0.72 (Berger 2005;
Foley et al. 2005; Prochaska et al. 2006) or a high-redshift cluster at z = 1.8 (Berger 2006); thus, we only display this burst for completeness but do
not include it in our demographics.
i Despite the relatively high Pcc, all surrounding galaxies have Pcc of order unity (Berger et al. 2007).
References. (1) Villasenor et al. 2005; (2) Fox et al. 2005; (3) Hjorth et al. 2005b; (4) Krimm et al. 2005; (5) Berger et al. 2005; (6) Cummings
et al. 2005; (7) Soderberg et al. 2006; (8) de Ugarte Postigo et al. 2006; (9) Berger 2010a; (10) Markwardt et al. 2006; (11) Roming et al. 2006;
(12) Urata et al. 2006; (13) Schady et al. 2006; (14) Berger et al. 2007; (15) D’Avanzo et al. 2009; (16) Marshall et al. 2006; (17) Stratta et al. 2007;
(18) Markwardt et al. 2007; (19) Cenko et al. 2008; (20) Gotz et al. 2007; (21) Piranomonte et al. 2008; (22) Kodaka et al. 2007; (23) Racusin et al.
2007; (24) Ziaeepour et al. 2007; (25) Berger et al. 2009; (26) Marshall et al. 2007; (27) Sato et al. 2007b; (28) D’Avanzo et al. 2007; (29) Sakamoto
et al. 2007; (30) Mao et al. 2008; (31) Perley et al. 2009; (32) Pagani et al. 2008; (33) Rowlinson et al. 2010; (34) Krimm et al. 2008; (35) Nicuesa
Guelbenzu et al. 2012; (36) Krimm et al. 2009; (37) Antonelli et al. 2009; (38) Levesque et al. 2010; (39) Hoversten et al. 2009; (40) McBreen et al.
2010; (41) Barthelmy et al. 2009; (42) Oates et al. 2009; (43) Levan et al. 2009; (44) de Pasquale et al. 2010; (45) Fong et al. 2011; (46) Barthelmy
et al. 2011; (47) Sakamoto et al. 2011; (48) Fong et al. 2012; (49) Sakamoto et al. 2013; (50) Margutti et al. 2012; (51) Gehrels et al. 2005;
(52) Bloom et al. 2006; (53) Sato et al. 2005; (54) Berger 2005; (55) Foley et al. 2005; (56) Berger 2006; (57) Prochaska et al. 2006; (58) La Parola
et al. 2006; (59) Sato et al. 2006a; (60) Bloom et al. 2007; (61) Sato et al. 2006b; (62) Berger 2009; (63) Cannizzo et al. 2006; (64) Ziaeepour et al.
2006; (65) Sato et al. 2007a; (66) Leibler & Berger 2010; (67) Uehara et al. 2008; (68) Ukwatta et al. 2008; (69) Krimm et al. 2010b; (70) Perley
et al. 2012; (71) Holland et al. 2010b; (72) Krimm et al. 2010a.
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Figure 4. Luminosity function of SGRBs estimated from the data distribution of
Figure 1. The red solid line shows one of the best estimations, and the 100 gray
lines are the possible error region estimated by the Monte Carlo simulations.
We can approximately describe it as a simple power-law function with an index
of −1, and no obvious break has been found.
(A color version of this figure is available in the online journal.)

appropriate k value which gives the data distribution on the
(z, L/gk(z)) plane has no correlation between them. Then, we
calculated the τ -statistical value (similar to the Kendall τ rank
correlation coefficient) to measure the correlation degree for
the flux-truncated data. When the τ value is zero, it means that
the combined luminosity L/gk(z) is independent of redshift z
(no luminosity evolution). We estimated k = 3.3+1.7

−3.7 with a
1σ uncertainty, so we can say there is no obvious luminosity
evolution (gk(z) ≡ 1).

Next, we can separately calculate the local luminosity func-
tion for L/gk(z), i.e., L for gk(z) = 1, and the SGRB formation
rate as a function of redshift with the non-parametric method.
We have already removed the effect of luminosity evolution and
a unique formula for the luminosity function can be adopted
for all of the redshift ranges. Then, we can easily estimate the
number of events lower than the flux limit. In the same way, we
can also estimate the SGRB formation rate.

In Figure 4, we show the cumulative luminosity function
of L/gk(z). The red line is the best estimate with the pseudo-
redshift, and the gray lines are the results from 100 Monte
Carlo simulations, as previously shown. For LGRBs, several
authors reported that the luminosity function can be described as
a broken power law (e.g., Yonetoku et al. 2004). However, in this
analysis for SGRBs, we cannot find an obvious break structure
in Figure 4. We adopted a simple power-law function and
obtained a best-fit index of −0.84+0.07

−0.09 between the luminosity
range 1051–1053 erg s−1. We can say that the luminosity function
is consistent with the pure unbroken power law for L >
1050 erg s−1.

In Figure 5, we show the SGRB formation rate per comoving
volume and the proper time as a function of (1 + z). Again,
the red line is the best estimate with a pseudo-redshift, and the
gray lines are the results of 100 Monte Carlo simulations. Here,
we used the BATSE’s effective observation period of 4.4 yr as
already explained in Section 2.1. This SGRB rate is calculated
for the events with peak luminosities of L > 1050 erg s−1 in the
observer’s frame. The functional form can be described as

ρSGRB(z) ∝
{

(1 + z)6.0±1.7 for (1 + z) < 1.67,
const. for (1 + z) ! 1.67,

(5)
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Figure 5. Absolute formation rate of SGRBs estimated from the data distribution
of Figure 1. Again, the red line is the best estimation and the 100 gray lines
are those from Monte Carlo simulations. The local event rate at z = 0 is
ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
(A color version of this figure is available in the online journal.)

in units of events Mpc−3 yr−1. The local minimum event rate
at z = 0 is ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
Here, in this figure, we assume that the radiation of the
SGRB’s prompt emission is isotropic and we do not include
any geometrical correction for the jet opening angle. In this
analysis, we treated the SGRB samples with observed fluxes
larger than 4 × 10−6 erg cm−2 s−1; dimmer SGRBs are not
included. Therefore, the SGRB formation rate estimated here
is regarded as the minimum value.

Let us assume here that the progenitor of SGRBs is the
merging NS–NS binary. Kalogera et al. (2004a, 2004b) ob-
tained the probability function of the rate of a merging
NS–NS binary taking into account the observed NS–NS bi-
nary, the beam factor of the pulsar, the pulsar search time,
the sensitivity, and so on. They obtained a merging rate of
Rm = 10−7– 4 × 10−6 events Mpc−3 yr−1 with a 99% confi-
dence level.9 Meanwhile, O’Shaughnessy & Kim (2010) an-
alyzed the pulsar beaming effect with a newly discovered
NS–NS binary to obtain the merger rate of the NS–NS binary
as Rm = 9 × 10−7 events Mpc−3 yr−1, which is within the 99%
confidence level of Kalogera et al. (2004a, 2004b). For a review
of the various estimates of the merging rate, see Abadie et al.
(2010). From ρSGRB(0) and Rm, under the hypothesis that every
NS–NS merger produces a SGRB, we infer that any beamed
emission must be confined to a cone with an opening angle
greater than θmin

j determined by

1 − cos θmin
j = ρSGRB(0)

Rm
. (6)

Then, we estimated θmin
j = 0.◦6–7.◦8.

3. DISCUSSION

LGRBs are believed to be caused by relativistic jets since
breaks in the afterglow light curves are seen for many LGRBs.
The typical example is GRB 990510, which shows an achro-
matic break of the afterglow light curve (Harrison et al. 1999).
The physical reason for the achromatic break of the light curve

9 There are errors in Kalogera et al. (2004a) so the correct one is given in
Kalogera et al. (2004b).
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Figure 4. Luminosity function of SGRBs estimated from the data distribution of
Figure 1. The red solid line shows one of the best estimations, and the 100 gray
lines are the possible error region estimated by the Monte Carlo simulations.
We can approximately describe it as a simple power-law function with an index
of −1, and no obvious break has been found.
(A color version of this figure is available in the online journal.)

appropriate k value which gives the data distribution on the
(z, L/gk(z)) plane has no correlation between them. Then, we
calculated the τ -statistical value (similar to the Kendall τ rank
correlation coefficient) to measure the correlation degree for
the flux-truncated data. When the τ value is zero, it means that
the combined luminosity L/gk(z) is independent of redshift z
(no luminosity evolution). We estimated k = 3.3+1.7

−3.7 with a
1σ uncertainty, so we can say there is no obvious luminosity
evolution (gk(z) ≡ 1).

Next, we can separately calculate the local luminosity func-
tion for L/gk(z), i.e., L for gk(z) = 1, and the SGRB formation
rate as a function of redshift with the non-parametric method.
We have already removed the effect of luminosity evolution and
a unique formula for the luminosity function can be adopted
for all of the redshift ranges. Then, we can easily estimate the
number of events lower than the flux limit. In the same way, we
can also estimate the SGRB formation rate.

In Figure 4, we show the cumulative luminosity function
of L/gk(z). The red line is the best estimate with the pseudo-
redshift, and the gray lines are the results from 100 Monte
Carlo simulations, as previously shown. For LGRBs, several
authors reported that the luminosity function can be described as
a broken power law (e.g., Yonetoku et al. 2004). However, in this
analysis for SGRBs, we cannot find an obvious break structure
in Figure 4. We adopted a simple power-law function and
obtained a best-fit index of −0.84+0.07

−0.09 between the luminosity
range 1051–1053 erg s−1. We can say that the luminosity function
is consistent with the pure unbroken power law for L >
1050 erg s−1.

In Figure 5, we show the SGRB formation rate per comoving
volume and the proper time as a function of (1 + z). Again,
the red line is the best estimate with a pseudo-redshift, and the
gray lines are the results of 100 Monte Carlo simulations. Here,
we used the BATSE’s effective observation period of 4.4 yr as
already explained in Section 2.1. This SGRB rate is calculated
for the events with peak luminosities of L > 1050 erg s−1 in the
observer’s frame. The functional form can be described as

ρSGRB(z) ∝
{

(1 + z)6.0±1.7 for (1 + z) < 1.67,
const. for (1 + z) ! 1.67,

(5)
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Figure 5. Absolute formation rate of SGRBs estimated from the data distribution
of Figure 1. Again, the red line is the best estimation and the 100 gray lines
are those from Monte Carlo simulations. The local event rate at z = 0 is
ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
(A color version of this figure is available in the online journal.)

in units of events Mpc−3 yr−1. The local minimum event rate
at z = 0 is ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
Here, in this figure, we assume that the radiation of the
SGRB’s prompt emission is isotropic and we do not include
any geometrical correction for the jet opening angle. In this
analysis, we treated the SGRB samples with observed fluxes
larger than 4 × 10−6 erg cm−2 s−1; dimmer SGRBs are not
included. Therefore, the SGRB formation rate estimated here
is regarded as the minimum value.

Let us assume here that the progenitor of SGRBs is the
merging NS–NS binary. Kalogera et al. (2004a, 2004b) ob-
tained the probability function of the rate of a merging
NS–NS binary taking into account the observed NS–NS bi-
nary, the beam factor of the pulsar, the pulsar search time,
the sensitivity, and so on. They obtained a merging rate of
Rm = 10−7– 4 × 10−6 events Mpc−3 yr−1 with a 99% confi-
dence level.9 Meanwhile, O’Shaughnessy & Kim (2010) an-
alyzed the pulsar beaming effect with a newly discovered
NS–NS binary to obtain the merger rate of the NS–NS binary
as Rm = 9 × 10−7 events Mpc−3 yr−1, which is within the 99%
confidence level of Kalogera et al. (2004a, 2004b). For a review
of the various estimates of the merging rate, see Abadie et al.
(2010). From ρSGRB(0) and Rm, under the hypothesis that every
NS–NS merger produces a SGRB, we infer that any beamed
emission must be confined to a cone with an opening angle
greater than θmin

j determined by

1 − cos θmin
j = ρSGRB(0)

Rm
. (6)

Then, we estimated θmin
j = 0.◦6–7.◦8.

3. DISCUSSION

LGRBs are believed to be caused by relativistic jets since
breaks in the afterglow light curves are seen for many LGRBs.
The typical example is GRB 990510, which shows an achro-
matic break of the afterglow light curve (Harrison et al. 1999).
The physical reason for the achromatic break of the light curve

9 There are errors in Kalogera et al. (2004a) so the correct one is given in
Kalogera et al. (2004b).
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As	an	example,	assuming	10%	of	SGRB	is	NS-BH	and	a	
factor	4	dim	SGRB	with	beaming	factor	100,	
	rough	es2mate	of	events	in	O2	are	.	
		
													
					NS-BH	mass								range(Mpc)							expected	events	in	O2		
	
	   1.4-5Msun								〜	160																				0.09-0.35	
	
					1.4-10Msun								〜210																			0.19-0.74	
	
					1.4-20Msun									〜270																			0.49-	1.9	
	
						1.4-30Msun								〜370																				1.00-	4.0	
				
						1.4-1.4Msun								〜100																		0.2-0.79		(All	SGRB=NS-NS)	
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Fig. 1.— Schematic picture for the scattering of plateau emission
and the engine-powered macronova. X-ray photons emitted from
the inside of the jet (light blue region) are scattered by the optically
thick ejecta (thick arrow). The grey region is effectively thin and
the red region is effectively thick.
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Fig. 2.— Light curves of the plateau (the black dashed curve)
and its scattered emissions (ϵ = 10−3; the red solid curve). Red
crosses are the plateau emission of GRB 130603B with the dis-
tance changed from the original redshift z = 0.356 to 100 Mpc.
Observational data are obtained from UK Swift Science Data Cen-
tre. Blue dotted lines show the sensitivity limits for the soft X-
ray detectors of ISS-Lobster/WTI (integration time 450 s), Ein-
stein Probe/WXT (integration time 1000 s), Swift/XRT (integra-
tion time 100 s) and eROSITA (integration time corresponding to
a single survey pass). The scattered emission is detectable for these
X-ray detectors.

1998; Eichler & Levinson 1999). We also consider a
macronova9 (or kilonova) powered by the plateau activ-
ity (KIT15), without resort to the r-process radioactivity
(Tanvir et al. 2013; Berger, Fong & Chornock 2013).
These detections would significantly reduce the local-
ization error of GW detectors (∼ 10 − 100 deg2; e.g.,
Berry et al. 2015).
The Letter is organized as follows: in Section 2 we es-

timate the luminosity of the scattered plateau emission,
and compare it with the sensitivity of X-ray observations.
In Section 3, we present the model of a macronova pow-
ered by the plateau activity, which explains the observa-
tions of GRB 130603B. Finally, we present discussions in

9 We use the term “macronova” as a transient with a NS binary
merger, especially thermal radiation from the merger ejecta.

Section 4.

2. SCATTERED X-RAY EMISSION

Figure 1 shows a schematic picture for the scattering of
the emission from the jet (the thick arrow). A significant
fraction of photons which are emitted with angle ! θj rel-
ative to the jet axis could be scattered at a large angle by
the surrounding ejecta if the optical depth for the Thom-
son scattering is larger than unity, τ ∼ nσTr ≫ 1, where
n is the electron number density, and σT is the Thom-
son cross section. Using the assumption of homologous
expansion for the ejecta (Hotokezaka et al. 2013), the
radius of the ejecta r is described by the velocity v and
time since the merger t as r ∼ vt. The number density10

is described by n ∼ Mej/(Āmpv3t3), where Ā is the aver-
age mass number of the nuclei in the ejecta and mp is the
proton mass. If the ejecta mainly consist of the r-process
elements, we have Ā ∼ 100 (e.g., Lattimer & Schramm
1974). Then a typical value of the optical depth is

τ ∼ 102
(

t

104 s

)−2 ( Ā

102

)−1 (
Mej

10−2M⊙

)

( v

0.1 c

)−2
,(1)

where c is the speed of the light. Therefore, the surround-
ing ejecta are optically thick to the Thomson scattering
during the plateau activity timescale (∼ 104 s).
Another condition to scatter a significant fraction of

the plateau emission is that the radius of the plateau
emission region is smaller than that of the expanding
ejecta (Figure 1). Since the typical velocity of the ejecta
is v ∼ 0.1c, the radius of the ejecta is described by

r ∼ 3× 1013
( v

0.1 c

)

(

t

104 s

)

cm. (2)

On the other hand, the radius of the plateau emission
region is estimated as

rplateau ∼ Γ2c∆t ∼ 3× 1012
(

Γ

10

)2 (∆t

1 s

)

cm, (3)

where Γ is the bulk Lorentz factor of the emitter and∆t is
the flux variability timescale. Both Γ and ∆t have some
range for each event, so that the emission continues over
rplateau ∼ 1011−1014 cm in an approximately logarithmic
way. Since the Lorentz factor is low Γ ∼ 10 inside the jet
due to the cocoon confinement (Nagakura et al. 2014)
and thus the relativistic beaming angle is larger than the
jet opening angle 1/Γ ! θj , most emission from the jet
can reach the boundary between the jet and the ejecta
as shown in Figure 1. In addition, the range of rplateau
covers the sweet spot for the scattering, rplateau ∼ r/Γ ∼

3× 1012 cm. Therefore, the observers with large viewing
angle (! θj) with respect to the jet axis would detect the
scattered X-ray photons of the plateau emission.
We parameterize the scattered luminosity of the

plateau emission Lrf using a parameter ϵ as

Lrf ∼ ϵLiso,pl, (4)

where Liso,pl is the observed isotropic luminosity of the
plateau emission. We first consider the isotropically scat-
tered component whose energy is comparable to that be-
fore the scattering. Then, the luminosity of the scattered

10 Typically the nuclei are weakly ionized.

X-ray counterparts to gravitational waves 5

brings new information. First the polarization degree
Π = (1− cos2 θ)/(1+cos2 θ) gives the scattering angle θ,
which is approximately equal to the inclination angle of
the binary θv as the jet is aligned with the rotational axis
of the binary (Figure 2). Since the intensity also depends
on the angle, we expect an anticorrelation between the
X-ray intensity and polarization degree. The estimate of
inclination angle from polarization degree gives us a test
of our model since it is also measurable from the ratio of
GW polarizations h+/h× = (1 + cos2 θ)/2 cos θ with an
accuracy of ∼ 5 (2) degrees for a NS-NS (BH-NS) sys-
tem (Arun et al. 2014). Second the X-ray polarization
angle on the sky determines another jet direction besides
θ. This angle is degenerate with binary orbital phase in
the gravitational wave signal without higher harmonics
(O’Shaughnessy et al. 2013). Thus the X-ray polariza-
tion can improve the measurement of parameters14.

Recently, Yang et al. (2015) reported the discovery
of near-infrared bump with luminosity L ∼ 1041 erg
s−1 that is significantly above the regular decaying af-
terglow in GRB 060614. The plateau emission with
Liso,pl = 4 × 1044 and tinj ∼ 105 s was detected in this
event (Kisaka & Ioka 2015). Using these values and
other parameters, η = 0.1, θj = 4◦ and t = 12 days,
the estimated luminosity of the plateau activity-powered
macronova, L ∼ 1041 erg s−1, is consistent with the ob-
served one.
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Fig. 1.— Schematic picture for the scattering of plateau emission
and the engine-powered macronova. X-ray photons emitted from
the inside of the jet (light blue region) are scattered by the optically
thick ejecta (thick arrow). The grey region is effectively thin and
the red region is effectively thick.
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Fig. 2.— Light curves of the plateau (the black dashed curve)
and its scattered emissions (ϵ = 10−3; the red solid curve). Red
crosses are the plateau emission of GRB 130603B with the dis-
tance changed from the original redshift z = 0.356 to 100 Mpc.
Observational data are obtained from UK Swift Science Data Cen-
tre. Blue dotted lines show the sensitivity limits for the soft X-
ray detectors of ISS-Lobster/WTI (integration time 450 s), Ein-
stein Probe/WXT (integration time 1000 s), Swift/XRT (integra-
tion time 100 s) and eROSITA (integration time corresponding to
a single survey pass). The scattered emission is detectable for these
X-ray detectors.

1998; Eichler & Levinson 1999). We also consider a
macronova9 (or kilonova) powered by the plateau activ-
ity (KIT15), without resort to the r-process radioactivity
(Tanvir et al. 2013; Berger, Fong & Chornock 2013).
These detections would significantly reduce the local-
ization error of GW detectors (∼ 10 − 100 deg2; e.g.,
Berry et al. 2015).
The Letter is organized as follows: in Section 2 we es-

timate the luminosity of the scattered plateau emission,
and compare it with the sensitivity of X-ray observations.
In Section 3, we present the model of a macronova pow-
ered by the plateau activity, which explains the observa-
tions of GRB 130603B. Finally, we present discussions in

9 We use the term “macronova” as a transient with a NS binary
merger, especially thermal radiation from the merger ejecta.

Section 4.

2. SCATTERED X-RAY EMISSION

Figure 1 shows a schematic picture for the scattering of
the emission from the jet (the thick arrow). A significant
fraction of photons which are emitted with angle ! θj rel-
ative to the jet axis could be scattered at a large angle by
the surrounding ejecta if the optical depth for the Thom-
son scattering is larger than unity, τ ∼ nσTr ≫ 1, where
n is the electron number density, and σT is the Thom-
son cross section. Using the assumption of homologous
expansion for the ejecta (Hotokezaka et al. 2013), the
radius of the ejecta r is described by the velocity v and
time since the merger t as r ∼ vt. The number density10

is described by n ∼ Mej/(Āmpv3t3), where Ā is the aver-
age mass number of the nuclei in the ejecta and mp is the
proton mass. If the ejecta mainly consist of the r-process
elements, we have Ā ∼ 100 (e.g., Lattimer & Schramm
1974). Then a typical value of the optical depth is

τ ∼ 102
(

t

104 s

)−2 ( Ā

102

)−1 (
Mej

10−2M⊙

)

( v

0.1 c

)−2
,(1)

where c is the speed of the light. Therefore, the surround-
ing ejecta are optically thick to the Thomson scattering
during the plateau activity timescale (∼ 104 s).
Another condition to scatter a significant fraction of

the plateau emission is that the radius of the plateau
emission region is smaller than that of the expanding
ejecta (Figure 1). Since the typical velocity of the ejecta
is v ∼ 0.1c, the radius of the ejecta is described by

r ∼ 3× 1013
( v

0.1 c

)

(

t

104 s

)

cm. (2)

On the other hand, the radius of the plateau emission
region is estimated as

rplateau ∼ Γ2c∆t ∼ 3× 1012
(

Γ

10

)2 (∆t

1 s

)

cm, (3)

where Γ is the bulk Lorentz factor of the emitter and∆t is
the flux variability timescale. Both Γ and ∆t have some
range for each event, so that the emission continues over
rplateau ∼ 1011−1014 cm in an approximately logarithmic
way. Since the Lorentz factor is low Γ ∼ 10 inside the jet
due to the cocoon confinement (Nagakura et al. 2014)
and thus the relativistic beaming angle is larger than the
jet opening angle 1/Γ ! θj , most emission from the jet
can reach the boundary between the jet and the ejecta
as shown in Figure 1. In addition, the range of rplateau
covers the sweet spot for the scattering, rplateau ∼ r/Γ ∼

3× 1012 cm. Therefore, the observers with large viewing
angle (! θj) with respect to the jet axis would detect the
scattered X-ray photons of the plateau emission.
We parameterize the scattered luminosity of the

plateau emission Lrf using a parameter ϵ as

Lrf ∼ ϵLiso,pl, (4)

where Liso,pl is the observed isotropic luminosity of the
plateau emission. We first consider the isotropically scat-
tered component whose energy is comparable to that be-
fore the scattering. Then, the luminosity of the scattered

10 Typically the nuclei are weakly ionized.
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	2)		The	event	rate	of	NS-NS	merger	is	es2mated	from	the	observed	NS-NS	binary	and	its	rate	
		is	decreasing		from	83+209-66.1	events/y	(Kalogera	et	al.	2004)		to	8+10-5	events/y	(Kim	et	al.	
2015).	They	are	using	27	different	model	and	there	is	a	factor	38	difference	among	the	
models.	For	example	Kim	et	al.	use	model	6	but	if	they	use	model	1	the	result	is	a	factor	
3	decreases	to	be	〜3	events/y.	
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burst originates from a host galaxy at . 100 separation or from
a galaxy at a larger offset. Due to the uncertainty of the as-
sociations for GRBs 061201 and 091109B, we do not include
these bursts in our subsequent offset analysis.

Overall, these probability of chance coincidence results
agree with those in the literature (Perley et al. 2009; Berger
2010; Rowlinson et al. 2010b), and provide deep NIR limits
of & 26.2 mag for bursts which lack hosts at �R .few arc-
sec. We discuss the possibility that such bursts originated
from galaxies fainter than the detection threshold of the HST
observations (and demonstrate that this is unlikely) in more
detail in Section 4.

3.2. Morphological Properties
Using the results from the radial surface brightness profiles

(Figure 4), we classify the short GRB hosts in terms of their
morphological parameters: Sérsic value, n, and effective size,
re. We find two elliptical galaxies, the hosts of GRBs 070809
and 090515, with n ⇡ 3.0 - 3.4 while the remaining galax-
ies have disk-like morphologies with n ⇡ 0.3 - 2.1 (Table 3).
We note that GRB 100117A exhibits a complex morphology
in the NIR, with Sérsic indices of n ⇡ 0.9 and ⇡ 5 for its in-
ner and outer regions, respectively, although it is spectroscop-
ically classified as an early-type galaxy with a stellar pop-
ulation age of ⇡ 1 - 2 Gyr and no evidence for star forma-
tion activity (Fong et al. 2011). GRB 130603B, which is a
star-forming galaxy with SFR& 1.3M� yr-1 (Cucchiara et al.
2013), has an inner component in the NIR with n ⇡ 1 and a
broad outer component with n ⇡ 3.8. This host galaxy has
an irregular, asymmetric morphology in the optical band with
excess flux at radial distances of a ⇡ 0.2 - 0.400 in the sur-
face brightness profile (Figure 4) and Sérsic components with
n ⇡ 2 and 1.3.

The effective radii range from ⇡ 0.2 - 1.200 with a me-
dian size of 0.3600. We note that the signal-to-noise ra-
tio of the GRB 070429B/F475W observation is low and
the re measurement likely corresponds to a smaller re-
gion within the galaxy, and not the entire galaxy. For
the host galaxies that require two Sérsic components, we
use the radius which encloses half of the flux as the ef-
fective size when computing the host-normalized offsets.
These values are 0.9500 (GRB 090510), 0.900 (GRB 090515),
0.300 (GRB 100117A), 100 (GRB 130603B/F160W) and 0.800
(GRB 130603B/F606W). For the short GRBs with known
redshifts, the median physical size is about re ⇡ 3.6 kpc. The
smallest hosts are GRBs 070714B and 100117A while the
largest are GRBs 090510 and 090515. The median value for
this sample is the same as the value of 3.5 kpc reported in
Fong et al. (2010) for a preliminary sample of hosts. Com-
pared to the long GRB median host galaxy size of 1.7 kpc
(Wainwright et al. 2007), short GRB host galaxies are twice as
large. This is consistent with their larger luminosities (Berger
2009) and stellar masses (Leibler & Berger 2010).

3.3. Offsets
To study the locations of short GRBs with respect to their

host galaxies, we first consider the distribution of projected
angular offsets. The range of angular offsets is ⇡ 0.1 - 1400
with GRB 090426 as the smallest offset6 and GRB 090515 as
the largest. From the angular offsets, we calculate projected

7 Calculated from the galaxy in direct coincidence with the optical after-
glow position, using z = 2.609 as determined from afterglow spectroscopy
(Antonelli et al. 2009a; Levesque et al. 2010).
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Figure 5. Cumulative distribution of projected physical offsets for 22 short
GRBs with sub-arcsecond positions (red; Fong et al. 2010, this work, and
3 ground-based measurements: Fong et al. 2012; Margutti et al. 2012;
Sakamoto et al. 2013; Berger et al. 2013). For five bursts with no spectro-
scopic redshifts (GRBs 060121, 070707, 080503, 090305A, and 111020A),
we have assumed z = 1. Also shown are the cumulative distributions for long
GRBs (black; Bloom et al. 2002), core-collapse SNe (green; Prieto et al.
2008), Type Ia SNe (blue; Prieto et al. 2008), and predicted offsets for NS-
NS binaries (grey; Fryer et al. 1999; Bloom et al. 1999; Belczynski et al.
2006).

physical offsets, assuming z⇡ 1 for bursts without known red-
shift. We find a range of ⇡ 0.5 - 75 kpc (Figure 6).

We supplement this sample of offsets with six measure-
ments from Fong et al. (2010). In addition, we use off-
set measurements from ground-based observations of all of
the remaining short GRBs with sub-arcsecond positions:
GRB 111020A with 6± 1 kpc (assuming z ⇡ 1, Fong et al.
2012), GRB 111117A with 10.5 ± 1.7 kpc (Margutti et al.
2012; Sakamoto et al. 2013), and GRB 120804A with 2.2±
1.2 kpc (Berger et al. 2013). Therefore, the full sample of off-
sets includes 22 short GRBs (Figure 5) with a resulting me-
dian offset of 4.5 kpc. In comparison to the long GRB median
offset of 1.3 kpc, the short GRB median offset is ⇡ 3.5 times
larger. The short GRB median offset is comparable to those
for Type Ia and core-collapse SNe of ⇡ 3 kpc (Figure 5; Prieto
et al. 2008), but the short GRB offset distribution extends to
much larger offsets: only 10% of both SN types have offsets
of & 10 kpc, compared to 25% for short GRBs. Furthermore,
no SNe have offsets of & 20 kpc, while 10% of short GRBs
do.

In Figure 5, we also show a comparison of the short GRB
offset distribution to the predicted distributions from popu-
lation synthesis models of NS-NS binary mergers in Milky
Way type galaxies (Fryer et al. 1999; Bloom et al. 1999; Bel-
czynski et al. 2006). The short GRB distribution is broadly
consistent with the NS-NS binary merger predictions, and is
in very good agreement with two of the three models (Bloom
et al. 1999; Belczynski et al. 2006). The median offset for
the predicted distributions is 5 - 7 kpc, slightly larger than
the observed median of 4.5 kpc. We note that the observed
distribution is mainly derived from short GRBs with optical
afterglows and may be missing a few bursts with less precise
localization from X-ray afterglows (Fong et al. 2013) that may
occur outside of their host galaxies. Thus, while the observed
distribution of offsets should be fairly representative of the
true distribution, accounting for such missing events would

Fong	&	Berger	2013	
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Figure 2. HST observations of GRB 080905A with the optical afterglow position (3�; red circle) indicated. The face-on spiral galaxy at z = 0.1218, claimed as
the host by Rowlinson et al. (2010b), is labeled as “G1” (Pcc(< �R) ⇡ 0.01) in each of the 3 filters, while a zoomed version of the F160W observation shows a
new extended source, “G2” (Pcc(< �R) ⇡ 0.08), as well as two sources with stellar PSFs denoted as “S1” and “S2”. All images are oriented with North up and
East to the left.

Figure 3. HST observations of 5 short GRBs with no coincident host galaxy to m160W & 26.2 mag (“host-less” bursts). We note that the afterglow position of
GRB 091109B is contaminated by a diffraction spike so we place a comparatively shallow limit on a coincident host galaxy of m160W & 25 mag. The large-scale
environments (left) and the 1000 surrounding the afterglow position (right) are shown for each burst. The most probable and second most probable host galaxies
from probability of chance coincidence analysis are labeled (“G1” and “G2”, respectively). The afterglow positions are shown by the red cross or error circle in
each frame. Error circles are 5� in radius except for GRB 070809, which is 1� because the uncertainty is based on absolute astrometry. Physical scales in kpc
are based on the redshift of “G1” for each burst, if known. All images are oriented with North up and East to the left.

surface brightness profiles for each galaxy/filter combina-
tion. For each observation, we allow the center, elliptic-
ity, and position angle of each isophote to vary. In two
cases (GRB 070707/F606W and GRB 071227/F438W), the
isophotal fit does not converge, which can be attributed to the
low signal-to-noise ratio of these observations. The surface
brightness profiles are displayed in Figure 4.

Using a �2-minimization grid search, we fit each profile
with a Sérsic model given by

⌃(r) = ⌃e exp{-n[(r/re)1/n - 1]}, (1)

where n is the concentration parameter (n = 1 is equivalent

to an exponential disk profile, while n = 4 is the de Vau-
couleurs profile typical of elliptical galaxies), n ⇡ 2n - 1/3 +
4/405n + 46/25515n2 is a constant that depends on n (Ciotti
& Bertin 1999), re is the effective radius, and ⌃e is the ef-
fective surface brightness in flux units. We convert ⌃e to
units of mag arcsec-2, designated as µe. In our grid search,
n, re, and µe are the three free parameters. A single Sérsic
component provides an adequate fit (�2

⌫ ⇡ 0.4 - 1.5) for most
of the host galaxies. In four cases (GRBs 090510, 090515,
100117A, and 130603B) a single component fit yields �2

⌫ & 2.
To improve the fit for these cases, we use two separate Sér-
sic components corresponding to the inner and outer regions

16/12/08	 32	
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Table 1
Properties of PSR–NS Binaries Considered in this Work

PSR Name Ps Ṗs Mpsr Mc Porb e fb,obs fb,eff τ a
age τmgr τd Npsr C Refb

(ms) 10−18 (ss−1) (M⊙) (M⊙) (hr) (Gyr) (Gyr) (Gyr) (kyr)

Tight binaries
B1913+16 59. 8.63 1.44 1.39 7.75 0.617 5.72 2.26 0.0653 0.301 4.31 576 111 1,2
B1534+12 37.9 2.43 1.33 1.35 10.1 0.274 6.04 1.89 0.200 2.73 9.48 429 1130 3,4
J0737-3039A 22.7 1.74 1.34 1.25 2.45 0.088 1.55 0.142 0.086 14.2 1403 105 5
J0737−3039B 2770. 892. 2.45 0.088 14. 0.0493 0.039 6
J1756−2251 28.5 1.02 1.4 1.18 7.67 0.181 1.68 0.382 1.65 16.1 664 1821 7
J1906+0746 144. 20300. 1.25 1.37 3.98 0.085 3.37 0.000112 0.308 0.082 192 126 8,9
Wide binaries
J1518+4904 40.94 0.028 1.56 1.05 206.4 0.249 1.94 29.2 >τH 51.0 276 18,700 10,11
J1811−1736 104.18 0.901 1.60 1.00 451.2 0.828 2.92 1.75 >τH 7.9 584 5860 12,13
J1829+2456 41.01 0.053 1.14 1.36 28.3 0.139 1.94 12.3 >τH 43.0 271 19,000 14
J1753−2240c 95.14 0.97 1.25 1.25 327.3 0.303 2.80 1.4 >τH 8.2 270 13,900 15

Notes. For most pulsars, fb,eff averages over the half-opening angle ρ and misalignment angle α. For PSR J0737−3039B, we adopt the preferred choice for α ≃ 90◦

and average only over the stated uncertainties in ρ(Ps). For PSRs B1913+16 and B1534+12, where both α, ρ measurements are available, we adopt the values of fb, obs
from Kalogera et al. (2001). The final column is C = τi /Npsrfb , also see, Equations (1) and (4). When numbers are uncertain, this table shows self-consistent fiducial
choices. Significant uncertainties are included by explicit convolutions described in the text. Small uncertainties are ignored; for example, our Monte Carlo estimates
for Npsr have Poisson sample-size errors of roughly 1/

√
Ndet ≃ O(2%–5%), where Ndet = 106/Npsr.

a Whenever available, we use the spin-down ages corrected for the Shklovskii effects given in Kiziltan & Thorsett (2009). As for PSRs B1913+16 and B1534+12, we
adapt the results from Arzoumanian et al. (1999). For PSRs J1906+0746, J1811−1736, J1829+2456, J1753−2240, which are not mentioned in Kiziltan & Thorsett
(2009), we adopt the characteristic age as the current age of the pulsar.
b References. (1) Hulse & Taylor 1975; (2) Wex et al. 2000; (3) Wolszczan 1991; (4) Stairs et al. 2002; (5) Burgay et al. 2003; (6) Lyne et al. 2004; (7) Faulkner et al.
2005; (8) Lorimer et al. 2006; (9) Kasian and PALFA consortium 2008; (10) Nice et al. 1996; (11) Janssen et al. 2008; (12) Lyne et al. 2000; (13) Kramer et al. 2003;
(14) Champion et al. 2004; (15) Keith et al. 2009.
c The nature of the companion of PSR J1753-2240 is not yet clear, and it can be either a WD or NS (Keith et al. 2009). In this work, we assume PSR J1753−2240 is
another wide NS–NS binary. Given that its small contribution to the total rate estimates, we note that the nature of the companion would not change the main results
shown in this work. The masses shown for PSR J1753−2240 are half the total binary mass. All plausible mass pair choices lead to a merger time >10 Gyr; the masses
otherwise do not influence our results.

Table 2
Properties of Tight PSR–WD Binaries Considered in this Work

PSR Name Ps Ṗs Mpsr Mc Porb e fb,eff τ a
age τmgr τd Npsr C Refb

(ms) 10−18 (ss−1) (M⊙) (M⊙) (hr) (Gyr) (Gyr) (Gyr) (kyr)

J0751+1807 3.48 0.00779 1.26 0.12 6.32 <10−7 2.62 6.66 9.48 >τH 2404 1588 1,2
J1757−5322 8.87 0.0278 1.35 0.67 10.9 <10−6 1.26 7.16 8.0 145 1082 7335 3
J1141−6545 393.9 4295. 1.3 0.986 4.74 0.172 5.46 0.00145 0.60 0.10 346 53 4,5
J1738+0333 5.85 0.0241 1.7 0.2 8.5 4 × 10−6 1.69 3.71 10.8 >τH 609 9716 6

Notes. For all binaries here, fb,eff averages over the half-opening angle ρ and misalignment angle α. Monte Carlo sampling uncertainty in Npsr is roughly
1/

√
Ndet ≃ O(3%–5%).

a For PSR J0751+1807, we use the spin-down ages corrected for the Shklovskii effects (Kiziltan & Thorsett 2009). For other pulsars, we use the characteristic
age.
b References: (1) Lundgren et al. 1995; (2) Nice et al. 2008; (3) Edwards & Bailes 2001; (4) Kaspi et al. 2000; (5) Bailes et al. 2003; (6) Jacoby 2005.

PSR J0737−3039A to those pulsars and the lack of other con-
straints in that period interval (see Figure 2), we assume log fb
could take on any value between log 1.5 (the value we estimate
in our spin model) and log 6.

Given posterior likelihoods, we could explicitly and system-
atically include observational constraints on the beaming ge-
ometry of PSR J0737−3039A as described earlier; see, e.g.,
the posterior constraints in Demorest et al. (2004) and Ferdman
et al. (2008). Observations support two alternate scenarios. In
one, the pulse is interpreted as from a single highly aligned pole
(α < 4◦). Because of its tight alignment, in this model the beam-
ing correction factor should be large: at least as large as those for
binary pulsars (fb ≃ 6, assuming ρ ∼ 30◦, from ρ(Ps)), and po-
tentially larger (fb ≃ 30 assuming ρ = 10◦, based on observed
opening angles for PSRs B1913+16 and B1534+12). In the

other scenario, favored by recent observations (Ferdman et al.
2008), the pulse profile is interpreted as a double pole orthog-
onal rotator α ≃ π/2 with a fairly wide beam (ρ ∼ 60◦–90◦,
consistent with ρ(Ps)). This latter case is consistent with our
canonical model and leads to a comparable fb. Comparing with
the assumptions presented earlier, so long as we ignore the
possibility of tight alignment and narrow beams, our preferred
model and uncertainties for PSR J0737−3039A already roughly
incorporate its most significant modeling uncertainties. Consid-
ering that the contribution from PSR J1906+0746 is compara-
ble with that of the PSR J0737−3039A, our best estimate for
the birthrate of merging PSR–NS binaries is not very sensitive
to changes in a nearly orthogonal-rotator geometry model for
PSR J0737−3039A. However, because we cannot rule out the
most extreme scenarios for PSR J0737−3039A, for complete-
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ABSTRACT

One ingredient in an empirical birthrate estimate for pulsar binaries is the fraction of sky subtended by the pulsar
beam: the pulsar beaming fraction. This fraction depends on both the pulsar’s opening angle and the misalignment
angle between its spin and magnetic axes. The current estimates for pulsar binary birthrates are based on an average
value of beaming fractions for only two pulsars, i.e., PSRs B1913+16 and B1534+12. In this paper, we revisit
the observed pulsar binaries to examine the sensitivity of birthrate predictions to different assumptions regarding
opening angle and alignment. Based on empirical estimates for the relative likelihood of different beam half-
opening angles and misalignment angles between the pulsar rotation and magnetic axes, we calculate an effective
beaming correction factor, fb,eff , whose reciprocal is equivalent to the average fraction of all randomly selected
pulsars that point toward us. For those pulsars without any direct beam geometry constraints, we find that fb,eff is
likely to be smaller than 6, a canonically adopted value when calculating birthrates of Galactic pulsar binaries. We
calculate fb,eff for PSRs J0737−3039A and J1141−6545, applying the currently available constraints for their beam
geometry. As in previous estimates of the posterior probability density function P(R) for pulsar binary birthrates
R, PSRs J0737−3039A and J1141−6545 still significantly contribute to, if not dominate, the Galactic birthrate of
tight pulsar–neutron star (NS) and pulsar–white dwarf (WD) binaries, respectively. Our median posterior present-
day birthrate predictions for tight PSR–NS binaries, wide PSR–NS binaries, and tight PSR–WD binaries given a
preferred pulsar population model and beaming geometry are 89 Myr−1, 0.5 Myr−1, and 34 Myr−1, respectively. For
long-lived PSR–NS binaries, these estimates include a weak (×1.6) correction for slowly decaying star formation in
the galactic disk. For pulsars with spin period between 10 ms and 100 ms, where few measurements of misalignment
and opening angle provide a sound basis for extrapolation, we marginalized our posterior birthrate distribution
P(R) over a range of plausible beaming correction factors. We explore several alternative beaming geometry
distributions, demonstrating that our predictions are robust except in (untestable) scenarios with many highly
aligned recycled pulsars. Finally, in addition to exploring alternative beam geometries, we also briefly summarize
how uncertainties in each pulsar binary’s lifetime and in the pulsar luminosity distribution can be propagated
into P(R).
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1. INTRODUCTION

Using pulsar survey selection effects to extrapolate outward to
the entire Milky Way, the observed sample of Milky Way field bi-
nary pulsars constrains the present-day population and birthrate
of these binaries (e.g., Narayan et al. 1991; Phinney 1991;
Curran & Lorimer 1995; Kalogera et al. 2001; Kim et al. 2003,
henceforth denoted KKL; and references therein). Along with
the properties of the population, this empirical birthrate informs
models for their formation (e.g., O’Shaughnessy et al. 2008,
hereafter PSC, 2010); detection rate estimates for gravitational-
wave observatories like LIGO and VIRGO, e.g., Abbott et al.
(2008); and even attempts to unify compact mergers with short
γ -ray bursts (Nakar 2007). Following KKL, a posterior pre-
diction for the present-day birthrate (R) of pulsar binaries on
similar evolutionary tracks to a known pulsar binary can be
expressed in terms of the pulsar’s beaming geometry (through
the effective beaming correction factor fb,eff), effective lifetime
τeff , and the population distribution of individual pulsars (in
luminosity and galaxy position, via Npsr):

P(R) = (τeff/Npsrfb,eff)Re−(τeff/Npsrfb,eff )R ≡ CRe−CR. (1)

Summing over the individual contributions Ri from each spe-
cific pulsar binary i, a posterior prediction for the overall

Galactic birthrate is

P(Rtot) =
∫

ΠdRiPi(Ri)δ
(
Rtot −

∑
Ri

)
. (2)

As of 2009, the best constrained fb’s for binary pulsars are
available for PSRs B1913+16 and B1534+12 (Kalogera et al.
2001). Previous works taking an empirical approach relied
on these two pulsars for the beaming correction to the rate
estimates (e.g., KKL; Kalogera et al. 2004; Kim et al. 2006,
hereafter KKL06). The average value of fb ∼ 6 based on
PSRs B1913+16 and B1534+12 was used as “canonical” value
in order to calculate the birthrate (or merger rate) of pulsar
binaries and the inferred detection rates for the gravitational-
wave detectors.

The motivation for this paper is not only to provide updated
Galactic birthrates of pulsar binaries, but also to provide and
explain more generic beaming correction factors for use in the
birthrate estimates. In this work, we introduce an empirically
motivated beaming model, derive a probability distribution
function for fb, and calculate the effective beaming correction
factor fb,eff for two types of pulsar binaries, a pulsar with a
neutron star (PSR–NS) or a white dwarf (PSR–WD) companion.
Specifically, we adopt currently available constraints on a
misalignment angle α between pulsar spin and magnetic axes
(e.g., Gil & Han 1996; Zhang et al. 2003; Kolonko et al. 2004),
as well as the empirical relationship between the half-opening
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EPTA timing of 42 MSPs 3

Using multi-telescope data on PSR J1012+5307, Lazaridis et al.
(2009) put a limit on the gravitational dipole radiation and the vari-
ation of the gravitational constantG. Janssen et al. (2010) presented
long-term timing results of four MSPs, two of which are updated
in this work. More recently, van Haasteren et al. (2011) set the first
EPTA upper limit on the putative GWB. Specifically for a GWB
formed by circular, GW-driven supermassive black-hole binaries,
they measured the amplitude A of the characteristic strain level at a
frequency of 1/yr, A< 6×10−15, using a subset of the EPTA data
from only 5 pulsars.

Similar PTA efforts are ongoing around the globe with the
Parkes Pulsar Timing Array (PPTA; Manchester et al. (2013)) and
the NANOGrav collaboration (McLaughlin 2013), also setting lim-
its on the GWB (Demorest et al. 2013; Shannon et al. 2013a).

The EPTA dataset introduced here, referred to as the EPTA
Data Release 1.0, serves as the reference dataset for the follow-
ing studies: an analysis of the DM variations (Janssen et al., in
prep.), a modeling of the red noise in each pulsar (Caballero et al.
2015), a limit on the stochastic GWB (Lentati et al. 2015b) and
the anisotropic background (Taylor et al. 2015) as well as a search
for continuous GWs originating from single sources (Babak et al.
2016). The organization of this paper is as follows. The instruments
and methods to extract the TOAs at each observatory are described
in Section 2. The combination and timing procedures are detailed
in Section 3. The timing results and new parameters are presented
in Section 4 and discussed in Section 5. Finally, we summarize and
present some prospects about the EPTA in Section 6.

2 OBSERVATIONS AND DATA PROCESSING

This paper presents the EPTA dataset, up to mid-2014, that was
gathered from the ‘historical’ pulsar instrumentations at EFF, JBO,
NRT and WSRT with, respectively, the EBPP (Effelsberg-Berkeley
Pulsar Processor), DFB (Digital FilterBank), BON (Berkeley-
Orléans-Nançay) and PuMa (Pulsar Machine) backends. The
data recorded with the newest generation of instrumentations,
e.g. PSRIX at EFF (Lazarus et al. 2016) and PuMaII at WSRT
(Karuppusamy et al. 2008), will be part of a future EPTA data re-
lease.

Compared to the dataset presented in van Haasteren et al.
(2011), in which timing of only five pulsars was presented, this
release includes 42 MSPs (listed in Table 1 with their distribution
on the sky shown in Fig. 1). Among those 42 MSPs, 32 are mem-
bers of binary systems. The timing solutions presented here span at
least seven years, and for 16 of the MSPs the baseline extends back
∼ 15 years. For the five pulsars included in van Haasteren et al.
(2011), the baseline is extended by a factor 1.7-4. When compar-
ing our set of pulsars with the NANOGrav Nine-year Data Set
(Arzoumanian et al. 2015) (consisting of 37 MSPs) and the PPTA
dataset (Manchester et al. 2013; Reardon et al. 2016) (consisting of
20 MSPs), we find an overlap of 21 and 12 pulsars, respectively.
However, we note that the NANOGrav dataset contains data for 7
MSPs with a baseline less than two years.

In this paper, we define an observing system as a specific com-
bination of observatory, backend and frequency band. The radio
telescopes and pulsar backends used for the observations are de-
scribed below.

Figure 1. Distribution of the 42 MSPs, represented with a star, in Galactic
coordinates (longitude l and latitude b). The center of the plot is oriented
towards the Galactic Center. The hatched area is the part of the sky (decli-
nation δ <−39◦) that is not accessible to the EPTA.

2.1 Effelsberg Radio Telescope

The data from the 100-m Effelsberg Radio Telescope presented in
this paper were acquired using the EBPP, an online coherent dedis-
persion backend described in detail by Backer et al. (1997). This
instrument can process a bandwidth (BW) up to 112 MHz depend-
ing on the DM value. The signals from the two circular polariza-
tions are split into 32 channels each and sent to the dedisperser
boards. After the dedispersion takes place, the output signals are
folded (i.e. individual pulses are phase-aligned and summed) using
the topocentric pulse period.

EPTA timing observations at Effelsberg were made at a cen-
tral frequency of 1410 MHz until April 2009 then moved to 1360
MHz afterwards due to a change in the receiver. Additional obser-
vations at S-Band (2639 MHz) began in November 2005 with ob-
servations at both frequencies taken during the same two-day ob-
serving run. Typically, the observations occur on a monthly basis
with an integration time per source of about 30 minutes. The subin-
tegration times range from 8 to 12 mins before 2009 and 2 mins
thereafter. For 4 pulsars, namely PSRs J0030+0451, J1024−0719,
J1730−2304 and J2317+1439, there is a gap in the data from 1999
to 2005 as these sources were temporarily removed from the ob-
serving list. Data reduction was performed with the PSRCHIVE
package (Hotan et al. 2004). The profiles were cleaned of radio
frequency interference (RFI) using the PSRCHIVE paz tool but
also examined and excised manually with the pazi tool. No stan-
dard polarization calibration using a pulsed and linearly polarized
noise diode was performed. However the EBPP automatically ad-
justs the power levels of both polarizations prior to each obser-
vation. The TOAs were calculated by cross-correlating the time-
integrated, frequency-scrunched, total intensity profile, with an an-
alytic and noise free template. This template was generated using
the paas tool to fit a set of von Mises functions to a profile formed
from high signal-to-noise ratio (S/N) observations. In general, we
used the standard ‘Fourier phase gradient’ algorithm (Taylor 1992)
implemented in PSRCHIVE to estimate the TOAs and their uncer-
tainties. We used a different template for each observing frequency,
including different templates for the 1410 and 1360 MHz observa-
tions. Local time is kept by the on-site H-maser clock, which is cor-
rected to Coordinated Universal Time (UTC) using recorded offsets
between the maser and the Global Positioning System (GPS) satel-
lites.
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ABSTRACT
We report on the high-precision timing of 42 radio millisecond pulsars (MSPs) observed by
the European Pulsar Timing Array (EPTA). This EPTA Data Release 1.0 extends up to mid-
2014 and baselines range from 7-18 years. It forms the basis for the stochastic gravitational-
wave background, anisotropic background, and continuous-wave limits recently presented by
the EPTA elsewhere. The Bayesian timing analysis performed with TempoNest yields the de-
tection of several new parameters: seven parallaxes, nine proper motions and, in the case of
six binary pulsars, an apparent change of the semi-major axis. We find the NE2001 Galactic
electron density model to be a better match to our parallax distances (after correction from the
Lutz-Kelker bias) than the M2 and M3 models by Schnitzeler (2012). However, we measure an
average uncertainty of 80% (fractional) for NE2001, three times larger than what is typically
assumed in the literature. We revisit the transverse velocity distribution for a set of 19 isolated
and 57 binary MSPs and find no statistical difference between these two populations. We de-
tect Shapiro delay in the timing residuals of PSRs J1600−3053 and J1918−0642, implying
pulsar and companion masses mp = 1.22+0.5

−0.35M⊙, mc = 0.21+0.06
−0.04M⊙ and mp = 1.25+0.6

−0.4M⊙,
mc = 0.23+0.07

−0.05M⊙, respectively. Finally, we use the measurement of the orbital period deriva-
tive to set a stringent constraint on the distance to PSRs J1012+5307 and J1909−3744, and
set limits on the longitude of ascending node through the search of the annual-orbital parallax
for PSRs J1600−3053 and J1909−3744.
Key words: pulsars:general – stars:distances – proper motions
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This	suggests	that	NS-NS	might	have		nothing	to	do	with	SGRB	
	or,	many	NS-NS	binary	in	the	halo	so	that	NS-NS	rate	is	higher.		

	The	high	galac2c	la2tude	pulsars	are	all	near	ones.	
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•  In	GWPAW2015(June)		Bruce	predicted	GW150914	using	
Nakano’s	presenta2on	using	Kinugawa	et	al.2014	

•  Now	as	for	chirp	mass	,	BBH	>>	NS-BH	>>	NS-NS	
•  The	detectable	range	is	propor2onal	to	5/6	power	of	the	
chirp	mass	and	the	volume	is	5/2	

•  So	that	BBH	is	the	easiest	detectable	source.	
•  Following	this	tendency	in	O2,	I	predict	
•  NS-BH	will	be	observed	!!	
•  I	hope	this	slide	will	be	shown	first	in	GWPAW2017	like	
Bruce’s	slide	in	GWPAW2016.	

•  Within	〜1year,	we	can	know	if	this	predic2on	is	OK	or	not.	


