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5. The ATLAS Detector and its
Upgrade Program

The ATLAS (A Toroidal LHC ApparatuS [6]) is a general purpose detector at the LHC
(Large Hadron Collider [89]). Together with the CMS (Compact Muon Solenoid [31])
experiment, the ATLAS collaboration searches for new particles, evidence of new phys-
ics and performs precision measurements in the full range of Standard Model physics.
Both detectors are designed for operation with an LHC luminosity of up to 10

34 cm�2s�1

in p-p-collisions at a center of mass energy
p
s 14TeV. In addition to these two

complementary general purpose detectors the other two major LHC experiments fo-
cus on more specialized topics of particle physics: The ALICE (A Large Ion Collider
Experiment [30]) detector is optimized for the research on quark gluon plasma. Its full
potential is exploited during the LHCs heavy ion operation, where Pb82+ ions are col-
lided with an energy of up to 2.76TeV/nucleon yielding a total center of mass energy
of 1.15PeV and a nominal luminosity of 1.0⇥ 10

27cm�2s�1 [89]. The LHCb ( [90]) col-
laboration primarily investigates matter-/antimatter asymmetries and CP-violation in
rare B-Meson decays. Therefore, LHCb is designed as a forward detector with emphasis
on precise vertex reconstruction and measurement of the B-decay end-states.

Figure 5.1.: The Large Hadron Collider (LHC) and its major experiments, located
under the Swiss-French countryside close to Geneva. © 2016 CERN

This chapter shall provide an overview of the ATLAS experiment and its detector
systems in section 5.1, with an emphasis on the ATLAS Muon Spectrometer, which
utilizes several gaseous detector technologies. Thereafter the implications of the High
Luminosity upgrade of the LHC (HL-LHC [91]) on the ATLAS detector and the ex-
tensive upgrade program to maintain its excellent performance are discussed in section
5.2. In section 5.3 the New Small Wheel (NSW) upgrade, the first major intervention
on the ATLAS Muon System will be presented in detail.
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l 2 experiments with general purpose detector, covering ~4π solid angle: ATLAS and CMS
l B-physics dedicated experiment: LHCb
l Heavy-ion dedicated experiment: ALICE

Large Hadron Collider (LHC)
l Proton-proton collider with c.m.s energy à 14 TeV (design)

-- c.m.s. energy of elementary parton-parton collision: O(1) TeV

TeV O(1) )( »-qqs effè The real explorer for “TeV scale” physics
-- Origin of EW symmetry breaking; SM Higgs
-- New physics search: SUSY, Extra Dimension…

In this talk, measurements sensitive to proton structure, 
from ATLAS/CMS/LHCb will be presented
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LHC Runs – in a nutshell

l Run-1 (2010-2012)
-- 2010-11: √s=7 TeV, intL* ~5 /fb
-- 2012: √s=8 TeV, intL ~20 /fb

l Run-2 (2015-18)
-- √s=13 TeV, intL ~ 140 /fb

Excellent data taking efficiency and excellent data quality

* Integrated luminosity for ATLAS/CMS
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LHC Runs – in a nutshell

l Run-1 (2010-2012)
-- 2010-11: √s=7 TeV, intL ~5 /fb
-- 2012: √s=8 TeV, intL ~20 /fb

l Run-2 (2015-18)
-- √s=13 TeV, intL ~ 140 /fb

Discovery of Higgs boson Higgs coupling
-- includes direct & first (in Run-2) 
observation of ttH production, Hàbb, Hàττ
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ヒッグス粒子をどこまで理解したか？
電弱対称性の破れの機構を理解 ➞ 素粒子物理の直近の課題 

‣ヒッグス粒子の性質測定を通して新物理に迫る
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分かっていること 
✓標準模型ヒッグスと無矛盾 

✓標準模型の粒子に質量  
(の一部) を与えている 

✓質量 (~0.2%の精度) 

✓第3世代との結合 (2018年)

今後の課題は 

‣第2世代との結合 
‣ヒッグス対生成Looks so far so good – what 

matters for proton structure?
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PDFs for LHC

DIS conference, April 2018 S.Schmitt, Parton density results 4

PDF evolution

● PDFs evolve with the scale:
DGLAP equations

→ given the x-dependence at a
fixed scale μ

0
, DGLAP predicts the

x-dependence at another scale

● Ingredients: splitting functions and
running strong coupling

PDF set
parametrisation of PDFs [u(x),d(x),s(x),g(x),...]
at a starting scale μ0 and a choice of αs(mZ).
Using DGLAP, this predicts the PDF for any
flavour at any scale and any x

DGLAP equations

Figure from PDG 2018
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Stefano Camarda 3

PDFs in the LHC era

Discovery of new exciting physics relies 
on precise knowledge of proton structure

PDFs are among the dominant 
uncertainties for the W mass, weak-
mixing angle, and gg → H production

Cross section are calculated by convoluting 
short distance partonic reactions with 
Parton Distribution Functions (PDFs)

σ p p→X=Σi , j∫ dx1dx2 f ip( x1 ,μ) f j
p (x

2
,μ)×σi , j

Factorisation theorem*:

PDFs

Partonic cross 
sections

Any prediction of physics observable at hadron 
colliders requires knowledge of the PDFs

Any prediction of physics observable at hadron 
colliders requires knowledge of the PDFs

*The factorisation theorem is proven rigorously only for DIS and 
inclusive DY, predictions and PDF fits of other semi-inclusive 
processes in hadron-hadron collisions are based on the 
assumption that the factorization holds also there From PDG Chin. Phys. C, 40, 100001 (2016)

PDFs which are determined 
at lower scale (HERA, 
Fixed target) are 
extrapolated to LHC scale 
by using DGLAP evolution 
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PDFs impacts to LHC physics

l BSM searches
-- e.g. W’ à lν: the dominant
contribution to the uncertainty
is PDF 

l Also, precision measurements
-- Wmass measurement: the

dominant systematic uncertainty
is due to PDF
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Figure 28: The measured value of mW is compared to other published results, including measurements from the
LEP experiments ALEPH, DELPHI, L3 and OPAL [25–28], and from the Tevatron collider experiments CDF and
D0 [22, 23]. The vertical bands show the statistical and total uncertainties of the ATLAS measurement, and the
horizontal bands and lines show the statistical and total uncertainties of the other published results. Measured values
of mW for positively and negatively charged W bosons are also shown.
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Figure 29: The present measurement of mW is compared
to the SM prediction from the global electroweak fit [16]
updated using recent measurements of the top-quark and
Higgs-boson masses, mt = 172.84± 0.70 GeV [122] and
mH = 125.09 ± 0.24 GeV [123], and to the combined
values of mW measured at LEP [124] and at the Tevatron
collider [24].
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 (Eur. Phys. J. C 74 (2014) 3046)

Figure 30: The 68% and 95% confidence-level contours
of the mW and mt indirect determination from the global
electroweak fit [16] are compared to the 68% and 95%
confidence-level contours of the ATLAS measurements
of the top-quark and W-boson masses. The determin-
ation from the electroweak fit uses as input the LHC
measurement of the Higgs-boson mass, mH = 125.09 ±
0.24 GeV [123].
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Channel mW+ � mW� Stat. Muon Elec. Recoil Bckg. QCD EW PDF Total
[MeV] Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc.

W ! e⌫ �29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7
W ! µ⌫ �28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined �29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

Table 13: Results of the mW+�mW� measurements in the electron and muon decay channels, and of the combination.
The table shows the statistical uncertainties; the experimental uncertainties, divided into muon-, electron-, recoil-
and background-uncertainties; and the modelling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coe�cients, electroweak corrections, and PDFs. All uncertainties are given in
MeV.

results in the 28 categories described above, 14 measurements of mW+ � mW� can be constructed by
subtraction of the results obtained from the W+ and W� samples in the same decay channel and |⌘|
category. In practice, the mW values measured in W+ and W� events are subtracted linearly, as are
the e↵ects of systematic uncertainties on these measurements, while the uncertainty contributions of a
statistical nature are added in quadrature. Contrarily to the mW measurement discussed above, no blinding
procedure was applied for the measurement of mW+ � mW� .

In this process, uncertainties that are anti-correlated between W+ and W� and largely cancel for the mW
measurement become dominant when measuring mW+ � mW� . On the physics-modelling side, the fixed-
order PDF uncertainty and the parton shower PDF uncertainty give the largest contributions, while other
sources of uncertainty only weakly depend on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correction dominates in the muon channel, whereas
several residual uncertainties contribute in the electron channel. Most lepton and recoil calibration uncer-
tainties tend to cancel. Background systematic uncertainties contribute as the Z and multijet background
fractions di↵er in the W+ and W� channels. The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control samples used to derive the multijet back-
ground.

The mW+ � mW� measurement results are shown in Table 13 for the electron and muon decay channels,
and for the combination. The electron channel measurement combines six categories (p`T and mT fits in
three |⌘`| bins), while the muon channel has four |⌘`| bins and eight categories in total. The fully combined
result is

mW+ � mW� = �29.2 ± 12.8 MeV(stat.) ± 7.0 MeV(exp. syst.) ± 23.9 MeV(mod. syst.)
= �29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental systematic uncertainty,
and the third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W-boson mass with the ATLAS detector, obtained through tem-
plate fits to the kinematic properties of decay leptons in the electron and muon decay channels. The
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Crucial both fronts: search at high 
energy and precision measurement

Eur. Phys. J. C78 (2018) 110

arXiv:1906.05609 (accepted by PRD) 

https://doi.org/10.1140/epjc/s10052-017-5475-4
https://arxiv.org/abs/1906.05609


W Production and PDFs

• Calculated to NNLO

• W
+
/W

� asymmetry: di↵erence in u

and d PDFs

• LHCb reduces d PDF uncertainty by
⇠ 1

2 for x ⇠ 0.2

• �(W ): constrains s-quark content
rs = s+s

u+d
⇠ 1

• Similar trend from W + c production

• Some tension between collider and other data
(eg ⌫-scattering)

13 / 27
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LHC data sensitivity to PDF

l Medium and lower-x quarks 
-- W, Z production
-- W (Z) + c production 

à strange (charm) PDF

l Medium and high-x gluon
-- Top-pair production
-- Jets production
-- Direct photon production
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• sensitivity to light quarks (u,d, s)
• different quark combinations contribute  

to each process; flavour separation 

(accurate modelling of contribution from second-generation quarks essential for precision physics)

ATLAS inclusive W, Z

plots by S. Glazov, V. Radescu

experimentally very precise; state-of-the-art theory available (NNLO QCD + NLO EW)
DIS conference, April 2018 S.Schmitt, Parton density results 30

New data on c+W

● Fully-reconstructed D* mesons
● Direct probe of strangeness in

the proton
● Integrated and single-

differential |η
μ
| cross sections

● PDF fit with HERA, CMS W
asymmetry and previous CMS
W+c

CMS-PAS-SMP-17-014; parallel session talk: WG1(30) 17.4. 15:40 

● New CMS
analysis for
DIS2018
W+c at
√s=13 TeV

New CMS data: not compatible with ATLASepWZ16nnlo
central fit. Overlap within parametrisation unc. under study

Can we constraint PDFs with our data themselves?

W(Z) prod.

W + c

Top pair Direct γ
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Inclusive W, Z production [middle-low x quarks]

l Sensitivity to light quarks

l Different quark combinations contribute to each process 
-- e.g. W charge asymmetry provides constraint on uV and dV PDF
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• sensitivity to light quarks (u,d, s)
• different quark combinations contribute  

to each process; flavour separation 

(accurate modelling of contribution from second-generation quarks essential for precision physics)

ATLAS inclusive W, Z

plots by S. Glazov, V. Radescu

experimentally very precise; state-of-the-art theory available (NNLO QCD + NLO EW)l Experimentally very precise, and the state-of-the-art theory prediction 
available (NNLO for QCD, NLO for EW)
à Feasibility to be incorporated into QCD fit to determine PDF
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ATLAS W, Z incl. cross section [middle-low x quarks]

l 7 TeV, 4.6 /fb à already extraordinary total experimental precision
-- 0.3-1%, excluding luminosity uncertainty of 1.8%

7 TeV, 4.6 /fb

Eur. Phys. J. C (2017) 77 :367 Page 31 of 62 367
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Fig. 21 Differential dσW+/d|ηℓ| (left) and dσW−/d|ηℓ| (right) cross-
section measurement for W → ℓν. Predictions computed at NNLO
QCD with NLO EW corrections using various PDF sets (open symbols)
are compared to the data (full points). The ratio of theoretical predic-

tions to the data is also shown. The predictions are displaced within
each bin for better visibility. The theory uncertainty corresponds to the
quadratic sum of the PDF uncertainty and the statistical uncertainty of
the calculation

above the W cross-section data. For many PDF sets, the dif-
ferences, however, do not exceed the luminosity uncertainty
of 1.8% by a significant amount. Different groups producing
PDF sets make different choices in their evaluation of uncer-
tainties. For example, the JR14 set is less consistent with
these data even though it is somewhat closer to the data than
the NNPDF3.0 set, which quotes much larger uncertainties
than JR14.

The measurements of W+ and W− cross sections as a
function ofηℓ are used to extract the lepton charge asymmetry

Aℓ =
dσW+/d|ηℓ| − dσW−/d|ηℓ|
dσW+/d|ηℓ| + dσW−/d|ηℓ|

, (19)

taking into account all sources of correlated and uncorrelated
uncertainties.

Figure 22 shows the measured charge asymmetry and
the predictions based on various PDF sets. The experimen-
tal uncertainty ranges from 0.5 to 1%. Most of the pre-
dictions agree well with the asymmetry measurement, only
CT14 somewhat undershoots the data. The NNPDF3.0 set,
which uses W± asymmetry data from the CMS Collabora-
tion [19,20], matches the ATLAS data very well, even within
its very small uncertainties. On the other hand, these pre-
dictions are in general 3–5% below both the measured W+

and W− differential cross sections. This highlights the addi-
tional information provided by precise, absolute differential
measurements with full uncertainty information, including
the correlations, as compared to an asymmetry measure-
ment.
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Fig. 22 Lepton charge asymmetry Aℓ in W → ℓν production as a
function of the lepton pseudorapidity |ηℓ|. Predictions computed at
NNLO QCD with NLO EW corrections using various PDF sets (open
symbols) are compared to the data (full points). The ratio of theoreti-
cal predictions to the data is also shown. The predictions are displaced
within each bin for better visibility. The theory uncertainty corresponds
to the quadratic sum of the PDF uncertainty and the statistical uncer-
tainty of the calculation

6.3.2 Z/γ ∗ cross sections

Differential Z/γ ∗ → ℓℓ cross-sections, as a function of the
dilepton rapidity, are shown in Figs. 23 and 24, and compared

123
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Fig. 23 Differential cross-section measurement dσ/d|yℓℓ| for
Z/γ ∗ → ℓℓ in the Z -peak region, 66 < mℓℓ < 116 GeV, for
central (left) and forward rapidity values (right). Predictions computed
at NNLO QCD with NLO EW corrections using various PDF sets
(open symbols) are compared to the data (full points). The ratio of

theoretical predictions to the data is also shown. The predictions are
displaced within each bin for better visibility. The theory uncertainty
corresponds to the quadratic sum of the PDF uncertainty and the
statistical uncertainty of the calculation
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Fig. 24 Differential cross-section measurement dσ/d|yℓℓ| for
Z/γ ∗ → ℓℓ in the central-rapidity low-mass region (left), the
central-rapidity high-mass region (middle), and the forward-rapidity
high-mass region (right). Predictions computed at NNLO QCD with
NLO EW corrections using various PDF sets (open symbols) are

compared to the data (full points). The ratio of theoretical predictions
to the data is also shown. The predictions are displaced within each
bin for better visibility. The theory uncertainty corresponds to the
quadratic sum of the PDF uncertainty and the statistical uncertainty of
the calculation

to NNLO perturbative QCD predictions, including NLO EW
corrections. The predictions are evaluated with various PDF
sets. At the Z peak, where the highest precision is reached for
the data, all predictions are below the data at central rapidity,
|yℓℓ| < 1, but least for the HERAPDF2.0 set, which quotes
the largest uncertainties. In the forward region, the PDFs
agree well with the measurement, which, however, is only
precise to the level of a few percent and thus not very sensitive
to differences between PDFs. In the low mass Z/γ ∗ → ℓℓ

region, Fig. 24, several of the PDF sets exhibit a different
rapidity dependence than the data although being mostly con-
sistent with the measurement. This also holds for the central

rapidity region at high mass, 116 < mℓℓ < 150 GeV. The
precision of the data in the forward region at high mass is too
low to allow discrimination between the various PDF sets, all
of which reproduce the measured rapidity dependence within
the quoted uncertainties.

6.4 PDF profiling results

Using the profiling technique introduced in Sect. 6.1, the
agreement between data and predictions can be quantitatively
assessed. Table 17 provides χ2/n.d.f. values for each Drell–
Yan data set and a number of PDFs, taking into account the

123

Data showing discriminating power among different PDFs

W lepton asymmetry vs. |η| Z cross section vs. rapidity

Eur. Phys. J. C77 (2017) 367

https://doi.org/10.1140/epjc/s10052-017-4911-9
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ATLAS NNLO QCD analysis of W, Z incl. σ
[middle-low x quarks]

l “ATLAS-epWZ16” PDF 
-- HERA I+II plus ATLAS (4.6 /fb) W |η| and Z |η|
-- NNLO QCD fits: Q2 cut off 10 GeV2 (ß7 GeV2), 16 parameters
-- Provides significant constraints on the u and d valence PDFs
-- Strong indication of non-suppressed strangeness

a strange story

7

EPJ C77 (2017) 367

consistent with previous ATLAS results
PRL 109 (2012) 012001 (W,Z inclusive, 36 pb-1)

JHEP05 (2014) 068 (W+c analysis)
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤

data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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A strange conundrum
 In most PDF fits, strangeness suppressed wrt up and down quark sea due to neutrino dimuon data

 On the other hand, recent collider data, in particular the ATLAS W,Z 2011 rapidity distributions, prefer 
instead a symmetric strange quark sea

Thorne, DIS2017

 The new ATLAS data can be accommodated in the global fits, and i) indeed it increases strangeness, but 
not as much as in  a collider-only fit, and ii) some tension remains between neutrino and collider data

≈ 0.5 (from neutrino, CMS W+c)

≈ 1.0 (from ATLAS W,Z)
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strange quark

(following HERAPDF ansatz; xFitter framework)

Stefano Camarda 14

QCD analysis of ATLAS W,Z rapidity

The measurement is included in 
a PDF fit, and provides 
significant constraints on the u 
valence PDFs

Strong indication of 
non-suppressed 
strangeness

R
s
=
s+s̄
ū+ d̄
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u valence uncertainty Strangeness suppression factor

Traditional assumption is Rs~0.5
(based on fixed target νN)
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CMS W asymmetry [middle-low x quarks]

l CMS measurement on W charge asymmetry 
with 8 TeV, 18.8 /fb

l CMS NNLO QCD analysis with HERA I+II 
+ CMS W 8 TeV
-- Also constraints on the valence PDFs
-- However, suppressed strange sea 

(Rs~0.6) was preferred

8 TeV, 18.8 /fb
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Figure 3: Comparison of the measured cross sections (upper plot for s+
h and middle for s�

h )
and asymmetries (lower plot) to NNLO predictions calculated using the FEWZ 3.1 MC tool
interfaced with different PDF sets. The right column shows the ratios (differences) between
the theoretical predictions and the measured cross sections (asymmetries). The smaller vertical
error bars on the data points represent the statistical and systematic uncertainties. The full
error bars include the integrated luminosity uncertainty. The PDF uncertainty of each PDF set
is shown by a shaded (or hatched) band and corresponds to 68% CL.
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Figure 4: Distributions of u valence (left) and d valence (right) quarks as functions of x at the
scale Q

2 = m
2
W. The results of the fit to the HERA data and muon asymmetry measurements

(light shaded band), and to HERA data only (hatched band) are compared. The total PDF
uncertainties are shown. In the bottom panels the distributions are normalized to 1 for a direct
comparison of the uncertainties. The change of the PDFs with respect to the HERA-only fit is
represented by a solid line.

asymmetry measured at
p

s = 7 TeV and the subset of HERA DIS data [56], an alternative
PDF fit is performed at NLO, following exactly the data and model inputs of Ref. [11], but
replacing the CMS measurements at

p
s = 7 TeV by those at

p
s = 8 TeV. Also, a combined

QCD analysis of both CMS data sets is performed. Very good agreement is observed between
the CMS measurements of W asymmetry at

p
s = 7 TeV and

p
s = 8 TeV and a similar effect

on the central values of the PDFs as reported in Ref. [11]. Compared to the PDFs obtained
with HERA only data, the improvement of the precision in the valence quark distributions is
more pronounced, when the measurements at

p
s = 8 TeV are used compared to the results of

Ref. [11]. Due to somewhat lower Bjorken x probed by the measurements at 8 TeV, as compared
to 7 TeV, the two data sets are complementary and should both be used in the future global
QCD analyses.

9 Summary
In summary, we have measured the differential cross section and charge asymmetry of the
W± ! µ±n production in pp collisions at

p
s = 8 TeV using a data sample corresponding to

an integrated luminosity of 18.8 fb�1 collected with the CMS detector at the LHC. The mea-
surements were performed in 11 bins of absolute muon pseudorapidity |h| for muons with
pT > 25 GeV. The results have been incorporated into a QCD analysis at next-to-next-to-
leading-order together with the inclusive deep inelastic scattering data from HERA. A signif-
icant improvement in the accuracy of the valence quark distributions is observed in the range
10�3 < x < 10�1, demonstrating the power of these muon charge asymmetry measurements
to improve the main constraints on the valence distributions imposed by the HERA data, in the
kinematics range probed. This strongly suggests the use of these measurements in future PDF
determinations.

In the free-s fit, the strangeness suppression
factor is determined at Q2 ¼ 20 GeV2 to be κs ¼
0.52þ0.12

−0.10ðexpÞþ0.05
−0.06ðmodelÞþ0.13

−0.10 ðparametrizationÞ, which
is in agreement with the value [65] obtained by the
NOMAD experiment at NNLO.
The impact of the measurement of differential cross

sections of W þ charm production on the strange-quark
distribution and strangeness fractionRs is also examined by
using the Bayesian reweighting [13,14] technique. The

results qualitatively support the main conclusions of the
current NLO QCD analysis. Details can be found in
supplemental material.

IX. SUMMARY

The W → μν lepton charge asymmetry is measured in
pp collisions at

ffiffiffi
s

p
¼ 7 TeV using a data sample corre-

sponding to an integrated luminosity of 4.7 fb−1 collected
with the CMS detector at the LHC (a sample of more than
20 millionW → μν events). The asymmetry is measured in
11 bins in absolute muon pseudorapidity, jηj, for two
different muon pT thresholds, 25 and 35 GeV. Compared
to the previous CMS measurement, this measurement
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FIG. 12 (color online). Parton distribution functions, shown as
functions of x, obtained by using HERA DIS data and CMS
measurements of W-boson production in the free-s NLO QCD
analysis. Gluon, valence, and sea distributions are presented at
the starting scale Q2

0 ¼ 1.9 GeV2 of the PDF evolution (top) and
the mass squared of theW boson (bottom). The sea distribution is
defined as Σ ¼ 2 · ðūþ d̄þ s̄Þ. The full band represents the total
uncertainty. The individual contributions from the experimental,
model, and parametrization uncertainties are represented by the
bands of different shades. The gluon and sea distributions are
scaled down by a factor of 20.
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FIG. 13 (color online). Antistrange-quark distribution s̄ðx;QÞ
and the ratio Rsðx;QÞ, obtained in the QCD analysis of HERA
and CMS data, shown as functions of x at the scale Q2 ¼
1.9 GeV2 (top) and Q2 ¼ m2

W (bottom). The full band represents
the total uncertainty. The individual contributions from the
experimental, model, and parametrization uncertainties are rep-
resented by the bands of different shades.
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l W+c provides direct sensitivity to strange quark
-- Experimentally, W+ccbar and other backgrounds can be removed by using charge

correlation between W and c 

-- CMS 13 TeV 35.7/fb W+c
-- Cross section measured differentially

in |η| of muon from W

12

CMS W+c [strange PDF]
13 TeV, 36/pb Eur. Phys. J. C79 (2019) 269

Δm (D*, D0)

W+c dσ / d|ημ|

https://doi.org/10.1140/epjc/s10052-019-6752-1


l CMS QCD analysis
-- HERA I+II plus W asymmetry (7 TeV, 8 TeV) + W+c (7 TeV, 13 TeV)
-- NLO for W+c with Thorn-Roberts GM FN scheme
-- Provides constraint on strange quark PDF

* HERA I+II + W vs. + W+c

13

CMS QCD analysis on W+c [strange PDF]
13 TeV, 36/pb

-- Prefers suppressed strange PDF in contrast to ATLAS W/Z

s bar PDF

Rs

Eur. Phys. J. C79 (2019) 269

Note: ATLAS band does not 
include theory 
(parameterization) uncertainty

https://doi.org/10.1140/epjc/s10052-019-6752-1


l ATLAS W+c (W+D, W+c-jet) @ 7 TeV
-- Cross sections of W+(-)D*(-+), c-jet(-+), integrated/diff in |ηl|
-- NLO for W+c with aMC@NLO (MadGraph5)
-- An exercise to fit a free parameter strange PDF fraction in HERAPDF1.5

resulted in Rs=

14

ATLAS W+c [strange PDF]
JHEP 05 (2014) 0687 TeV, 4.6 /fb

-- Prefers non-suppressed strange PDF in agreement with ATLAS W/Z
(c.f. ”CT18Z” sees increases of Rs at small-x wrt CT18 by using ATLAS W/Z
(see backup slide))
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Figure 14. Ratio of strange-to-down sea-quark distributions rs = 0.5(s+s)/d as a function of x as
assumed in HERAPDF1.5 PDF compared to the ratio obtained from the fit including the ATLAS
Wc-jet/WD(∗) data and the ratio obtained from ATLAS-epWZ12. The error band on the ATLAS
Wc-jet/WD(∗) measurements represents the total uncertainty. The ratio rs is shown at Q2 = m2

W .

constrained within the uncertainties determined in the HERAPDF1.5 fit. A value of

rs ≡ 0.5(s+ s)/d = fs/(1− fs) = 0.96+0.16
−0.18

+0.21
−0.24

is determined at Q2 = 1.9 GeV2 and is independent of x as implemented in the HERA-

PDF1.5 PDF. The first uncertainty represents the experimental and theoretical uncer-

tainties and the second uncertainty corresponds to the scale uncertainty of the W + c

calculation. Since the scale uncertainty is the dominant uncertainty, its effect is assessed

separately by repeating the fit under the assumption of perfect knowledge of the scale.

The resulting strange-quark fraction is shown in figure 14 as a function of x at Q2 = m2
W .

For the HERAPDF1.5 PDF the s-quark sea density is lower than the d-quark sea den-

sity at low values of x and it is further suppressed at higher values of x. The ATLAS

Wc-jet/WD(∗) data on the other hand favour a symmetric light-quark sea over the whole

x range relevant to the presented measurement (10−3 to 10−1).

The value of rs determined in this study is in good agreement with the value of rs =

1.00+0.25
−0.28 obtained in the combined analysis of W and Z production at Q2 = 1.9 GeV2 and

x = 0.023 by ATLAS [9] and supports the hypothesis of an SU(3)-symmetric light-quark

sea. Figure 14 also shows that the x-dependence of rs obtained from the ATLAS-epWZ12

PDF is in good agreement with this study.

10 Additional results

10.1 Cross-section ratio σOS−SS
fid (WD(∗))/σfid(W ) differential in pD(∗)

T

In this section, the measurements of the cross-section ratio σOS−SS
fid (WD(∗))/σfid(W ) differ-

ential in pD
(∗)

T are presented. The measurements are compared in figure 15 to theoretical

– 40 –

RsW+D*(-) cross section
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Acknowledgements

We express our gratitude to our colleagues in the CERN accelerator departments for the
excellent performance of the LHC. We thank the technical and administrative sta↵ at the
LHCb institutes. We acknowledge support from CERN and from the national agencies:
CAPES, CNPq, FAPERJ and FINEP (Brazil); NSFC (China); CNRS/IN2P3 (France);
BMBF, DFG and MPG (Germany); INFN (Italy); FOM and NWO (The Netherlands);
MNiSW and NCN (Poland); MEN/IFA (Romania); MinES and FASO (Russia); MinECo
(Spain); SNSF and SER (Switzerland); NASU (Ukraine); STFC (United Kingdom); NSF
(USA). We acknowledge the computing resources that are provided by CERN, IN2P3
(France), KIT and DESY (Germany), INFN (Italy), SURF (The Netherlands), PIC (Spain),
GridPP (United Kingdom), RRCKI and Yandex LLC (Russia), CSCS (Switzerland), IFIN-
HH (Romania), CBPF (Brazil), PL-GRID (Poland) and OSC (USA). We are indebted to
the communities behind the multiple open source software packages on which we depend.
Individual groups or members have received support from AvH Foundation (Germany),
EPLANET, Marie Sk lodowska-Curie Actions and ERC (European Union), Conseil Général
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Figure 1: The fiducial cross-section compared between theory and data. The bands correspond
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l 7 TeV: ~1.0 /fb,  8 TeV: ~2.0 /fb
-- Z(W) @TeV (muon)
-- Z(W) @ 8 TeV (muon, electron)
-- Measurements on:

* W lepton charge asymmetry
* W/Z ratio
* 7 TeV/8 TeV ratio, etc

15

W, Z at very forward rapidity 
by LHCb
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l 13 TeV: 
~0.3 /fb, Z  
(muon, 
electron)

JHEP 09 (2016) 136

https://doi.org/10.1007/JHEP01(2016)155
https://doi.org/10.1007/JHEP10(2016)030
https://doi.org/10.1007/JHEP08(2015)039
https://doi.org/10.1007/JHEP05(2015)109
https://doi.org/10.1007/JHEP09(2016)136
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Example of LHCb W/Z impact [CT18]

l Latest CTEQ analysis (update from CT14)
-- More inclusion of LHC data
-- Minor changes on ubar and dbar at small-x due to LHCb
-- LHCb data W/Z prefers a slightly larger strange PDF in small-x (Rs=0.5 +- 0.3)Preview of CT18 (ubar and dbar PDF)

z Minor changes on ubar and dbar PDFs at small x region mainly come from LHCb W and Z 
rapidity data, at 7 and 8 TeV.

z The behavior of ubar and dbar PDFs, as x → 1, is parametrization form dependent.

dbar(x,Q)

ubar(x,Q) ubar(x,Q)

dbar(x,Q)

Rs=(s+sbar)/(ubar+dbar)

z LHCb W and Z (7,8 TeV) data prefer a larger s-PDF in the small-x region.
z NuTeV dimuon data strongly prefer a smaller Rs value, while the LHCb WZ 

data prefer a slightly larger Rs value.
z Rs (CT18)= 0.5 ± 0.3 for x = 0.023 and Q2 = 1.9 GeV2 . (preliminary)

(Compare to ATLAS with 𝑅𝑠 = 1.13−0.13+0.08 )

S(x,Q)

Rs

Rs

C. P-Yuan, talk at DIS 2019 conference
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ATLAS W+jets
l W+jets

-- Jet requirement increases sensitivity at high-x and Q2

8 TeV, 20.2 /fb

JHEP 05 (2018) 077

l “ATLAS-epWZWjet19” PDF 
-- HERA I+II plus ATLAS W, Z

plus W+jet 8 TeV
-- NNLO QCD fits

* for W+jet NLO plus k-factor
(NLO grids for fitting cross
sections available at ploughshare)

ATL-PHYS-PUB-2019-016

W+ +jets

Large change in W+: uv-dbar or uv-sbar

with dbar+sbar well constrained with HERA 
à higher σ with sbar↓ and dbar↑
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Figure 1: W
+ + jets and W

� + jets data as a function of p
W
T (a)-(b) and as a function of p

leading
T (c)-(d). The data

are compared to the NLO cross section prediction from MCFM, corrected to NNLO with K-factors, using once the
ATLASepWZ16 PDF set and once the new fit with W + jets data included.

8

comparison of fits with W+Jet data

13

high ptW ⇔ high x
large change in W+ spectrum, not so much in W-
W+ from uv-dbar or uv-sbar combination

⇒ higher cross section from reduced sbar and higher dbar
with dbar+sbar well constrained from HERA

W+ W-

https://doi.org/10.1007/JHEP05(2018)077
https://ploughshare.web.cern.ch/ploughshare/record.php?group=atlas&dataset=atlas-atlas-wjets-arxiv-1711.03296
https://cds.cern.ch/record/2670662


l “ATLAS-epWZWjet19” PDF
-- Main impact on d and s sea PDFs

18

ATLAS NNLO analysis with W+jets
ATL-PHYS-PUB-2019-016

d bar PDF s bar PDF

-- “ATLAS-epWZWjet19” PDF can be downloaded from the analysis WEB

https://cds.cern.ch/record/2670662
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-016


l “ATLAS-epWZWjet19” PDF
-- Still consistent with enhanced strange at low x
-- (dbar – ubar) now positive and consistent with prev. ATLAS fits

19

ATLAS NNLO analysis with W+jets
ATL-PHYS-PUB-2019-016

Rs
(dbar-ubar)

-- “ATLAS-epWZWjet19” PDF can be downloaded from the analysis WEB

https://cds.cern.ch/record/2670662
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-016
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ATLAS top pair production [middle-high x gluon]
l Differential cross sections 

-- Single differential in terms of e.g. pT of top (pT(t)),  rapidity/mass of top pair (m(tt),ytt)
-- Measurements with 7 TeV, 8 GeV, in l-jets and l-l modes
-- NNLO predictions on differential cross sections are now available. 
à possible to include into PDF fits

8 TeV, 18.8 /fb

l “ATLAS-epWZtop18” PDF
-- New ATLAS QCD analysis including top-pair production
-- HERA I+II + ATLAS W,Z + ATLAS ttbar (l-jets + l-l)

* m(tt) and pT(t) from l-jets, ytt from l-l

ATLAS-PHYS-PUB-2018-017

Top data fitted 28

Lepton + jets:
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EDS 2019

https://cds.cern.ch/record/2633819
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ATLAS QCD analysis with top pair production 
[middle-high x gluon]

8 TeV, 18.8 /fb

l “ATLAS-epWZtop18” PDF
-- A harder gluon with significant additional constraint at high-x

Table 6: Total and partial �2 for data sets entering the PDF fit for fits to the dilepton ytt spectrum and the lepton+jets
mtt and p

t
T spectra.

lepton+jets p
t
T , mtt

and dilepton ytt spectra
total �2/NDF 1253.8 / 1061

Partial �2/NDP HERA 1149 / 1016
Partial �2/NDP ATLAS W, Z/�⇤ 78.9 / 55
Partial �2/NDP ATLAS lepton+jets p

t
T , mtt 16.0 / 15

Partial �2/NDP ATLAS dilepton ytt 5.4 / 5
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Figure 8: (a) the gluon spectrum from fitting HERA data and ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt
data and the tt̄ lepton+jets mtt and p

t
T data compared to the fit to HERA and ATLAS W, Z/�⇤ boson data alone. (b)

the gluon spectrum from fitting HERA data and ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt data and the
tt̄ lepton+jets mtt and p

t
T data compared to the fit to HERA and ATLAS W, Z/�⇤ boson data the tt̄ lepton+jets mtt

and p
t
T data. The ratio plots underneath the main distributions show the fractional uncertainties of the gluon PDFs

for the fits. The full lines in these ratio plots show the ratio of the gluon PDF fitted to epWZ + ytt dilepton data +
p
t
T + mtt lepton+jets data to the gluon PDF fitted to the epWZ data for a) and the ratio of the gluon PDF fitted to

epWZ + ytt dilepton data + p
t
T + mtt lepton+jets data to the gluon PDF fitted to the epWZ + p

t
T + mtt lepton+jets

data for b).

Table 6. The partial �2 for the HERA and the ATLAS W, Z/�⇤ boson data are similar to those obtained
in fits to HERA data alone and fits to HERA+ATLAS W, Z/�⇤ boson data respectively, such that there is
no tension between these data sets and the top-quark pair production data. The partial �2/N DP for the
ATLAS tt̄ data are good for both the lepton+jets p

t
T ,mtt data and the dilepton ytt data. Fig. 8 shows the

gluon spectra before and after these three tt̄ spectra are added to the HERA and ATLAS W, Z/�⇤ boson
data. A harder gluon and a significantly reduced high-x uncertainty on the gluon PDF results. Fig. 8 also
shows a comparison of the gluon PDF for the fit using all three tt̄ spectra with the gluon PDF for the fit
using only the two lepton+jets tt̄ spectra. The dilepton ytt data soften the gluon found from the lepton+jets
spectra and contributes to the reduction in uncertainty of the high-x gluon.
However, so far only the uncertainties on the fit due to the uncertainties on the input experimental data
have been considered. There are also uncertainties due to model and parameterisation assumptions made

14

Gluon uncertainty 

ATLASepWZtop18 luminosity 30

ATLASepWZ16 and ATLASepWZtop18 grids publicly
available.

(ATLASepWZWjet19 also public).
EDS 2019

g-g luminosity uncertainty 

ATLAS-PHYS-PUB-2018-017

-- “ATLAS-epWZtop18” PDF available at LHAPDF

https://cds.cern.ch/record/2633819
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CMS triple differential cross section d3σtt

arXiv:1904.05237
(submitted to EPJC)

7

Triple differential cross section d3Vtt

M(   ) , y(  )

Njet

Additional jet

Sensitive to Ds

Sensitive to g(x)

Sensitive to mt

Use kinematical & topological observables to extract theory parameters  

ÆFirst ever 3D measurement of Vtt vs [Njet, M(  ), y(  )]

New kinematic reconstruction without top mass constraints
Regularised unfolding with TUnfold

Analysis:

tt tt

tt tt

CMS-PAS-TOP-18-004
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CMS Preliminary  (13 TeV)-135.9 fb

l First measurement of
σtt vs [Njet, M(tt), y(tt)]

dσ/dy for M(tt) and Njet bins

13 TeV, 36/pb

Data showing 
discriminating power 
among different PDFs

https://arxiv.org/abs/1904.05237


l A simultaneous PDF, αs, mt 
pole determination

-- HERA-I + II plus CMS d3σtt
-- Reduced gluon uncertainty

at high-x

-- Two SM parameters (αs and top mass)
determined precisely with weak
correlation x
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t HERA + t

  NLO2 = 30000 GeV2
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CMS QCD analysis with d3σtt

13 TeV, 36/pb

9. Simultaneous PDF, as and mpole
t

fit 27
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Figure 19: Comparison of the measured [N0,1+
jet ,M(tt̄),y(tt̄)] cross sections to the NLO predic-

tions using the parameter values from the simultaneous PDF, as and mpole
t fit. The inner vertical

bars on the data points represent the statistical uncertainties and the full bars include also the
systematic uncertainties added in quadrature. A c2/dof is reported.

9.2 as and mpole
t

extraction

The resulting values of as and mpole
t extracted using NLO calculations are:

as(MZ) = 0.1135 ± 0.0016(fit)+0.0002
�0.0004(mod)+0.0008

�0.0001(par)+0.0011
�0.0005(scale) = 0.1135+0.0021

�0.0017(total),

mpole
t = 170.5 ± 0.7(fit)+0.1

�0.1(mod)+0.0
�0.1(par)+0.3

�0.3(scale) GeV = 170.5 ± 0.8(total) GeV.
(7)

The uncertainties arising from the scale variations are estimated by repeating the fit with altered
values of the scales as described in Section 8 and taking the differences with respect to the
nominal result. The individual contributions to the uncertainties are listed in Table 2. The
extracted as and mpole

t values have only weak positive correlation r(as, mpole
t ) = 0.3, where the

correlation was obtained from the data uncertainties propagated to the fit. This shows that the
two SM parameters can be simultaneously determined from these data to high precision with
only weak correlation between them.

The global and partial c2 values are listed in Table 3, illustrating the consistency of the input
data with the fit model. In particular, the tt̄ data are well described in the fit. The DIS data
show c2/dof values slightly larger than unity, similar to what is observed and investigated in
Ref. [86]. For the tt̄ data, the full c2 (including uncorrelated and correlated data uncertainties)
is 22 for 23 dof. The tt̄ cross sections are compared to the NLO predictions obtained after the fit
in Fig. 19.

Fits were performed for a series of as(MZ) values ranging from as(MZ) = 0.100 to as(MZ) =
0.130 using only HERA DIS data, or HERA and tt̄ data. The results are shown in Fig. 20. A
shallow c2 dependence on as(MZ) is present when using only the HERA DIS data, similar to
the findings of the HERAPDF2.0 analysis [86]. Once the tt̄ data are included in the fit, a distinct
sharper minimum in c2 is observed which coincides with the one found in the simultaneous
PDF and as(MZ) fit (Eq. 7).

Gluon PDF uncertainty

arXiv:1904.05237
(submitted to EPJC)

https://arxiv.org/abs/1904.05237
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CMS Jet cross section [middle-high x gluon]
l CMS jet cross section at 8 TeV and ratios to 2.76 TeV and 7 TeV

-- 2.76 TeV: a special data set collected in 2011

2.76, 7, 8 TeV JHEP 03 (2017) 156
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Figure 2: Electroweak correction factor for the central (left) and outermost (right) rapidity bins
as a function of jet pT.

6 Comparison of theory and data
The measured double-differential cross sections for inclusive jet production are shown in Fig. 3
as a function of pT in the various |y| ranges after unfolding the detector effects. This measure-
ment is compared with the theoretical prediction discussed in Section 5 using the CT10 PDF
set. The ratios of the data to the theoretical predictions in the various |y| ranges are shown for
the CT10 PDF set in Fig. 4. Good agreement is observed for the entire kinematic range with
some exceptions in the low-pT region.
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Figure 3: Double-differential inclusive jet cross sections as function of jet pT. Data (open points
for the low-pT analysis, filled points for the high-pT one) and NLO predictions based on the
CT10 PDF set corrected for the nonperturbative factor for the low-pT data (solid line) and the
nonperturbative and electroweak correction factors for the high-pT data (dashed line). The
comparison is carried out for six different |y| bins at an interval of D|y| = 0.5.

Figure 5 presents the ratios of the measurements and a number of theoretical predictions based
on alternative PDF sets to the CT10 based prediction. A c2 value is computed based on the
measurements, their covariance matrices, and the theoretical predictions, as described in detail

13
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Figure 8: The ratios (top panels) of the inclusive jet production cross sections at
p

s = 2.76 and
8 TeV are shown as a function of jet pT for the absolute rapidity range |y| < 0.5 (left) and 0.5 <
|y| < 1.0 (right). The data (closed symbols) are shown with their statistical (inner error bar) and
total (outer error bar) uncertainties. For comparison, the NLO pQCD prediction by using the
CT10 PDF is shown with its total uncertainty (light shaded band), while the contribution of the
PDF uncertainty is presented by the hatched band. Predictions that use alternative PDF sets
are shown by lines of different styles without uncertainties. The data to theory ratios (bottom
panels) are shown using the same notations for the respective absolute rapidity ranges.

8 Determination of aS

Measurements of jet production at hadron colliders can be used to determine the strong cou-
pling constant aS, as has been previously from the CMS 7 TeV inclusive jet measurement [29],
and from Tevatron measurements [49–51]. The procedure to extract aS in Ref. [29] is adopted
here. Only the high-pT jet data are used, since the sensitivity of the aS predictions increases
with jet pT. The determination of aS is performed by minimizing the c2 between the data and
the theory prediction. The NLO theory prediction, corrected for nonperturbative and elec-
troweak effects, is used. At NLO, the dependence of the differential inclusive jet production

Cross section vs. jet pT Cross section ratio (2.76 vs 8 TeV) vs. jet pT

https://doi.org/10.1007/JHEP03(2017)156
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CMS QCD analysis with jet cross section 
[middle-high x gluon]

l NLO QCD analysis using 8 TeV jet data
-- NNLO was not yet available 
-- HERA I+II + CMS jets 8 TeV (pT(jet) > 74 GeV)

2.76, 7, 8 TeV

23
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Figure 14: Gluon (left), u-valence quark (middle), and d-valence quark (right) distributions as
functions of x at the starting scale Q

2 = 1.9 GeV2. The results of the fit to the HERA data and
inclusive jet measurements at 8 TeV (shaded band), and to HERA data only (hatched band) are
compared with their total uncertainties as determined by using the HERAPDF method. In the
bottom panels the fractional uncertainties are shown.
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Figure 15: Same as Fig. 14, but for the scale of Q
2 = 105 GeV2.

sets. The PDFs obtained with the addition of the low-pT jet cross sections are consistent with
those from the high-pT jet cross sections alone; the low-pT jet cross sections do not, however,
improve the PDF uncertainties significantly.

The gluon PDFs obtained from the 8 TeV jet cross sections are compared to those from the 7 TeV
cross sections [29] in Fig. 17. The results are very similar.

The extraction of the PDFs from the jet cross sections depends on the value of aS. Conse-
quently, the PDF fits are repeated taking aS to be a free parameter. In this way, the PDFs
and the strong coupling constant are determined simultaneously, diminishing the correlation
between the gluon PDF and aS. The experimental, model, and parameterization uncertain-
ties of aS(MZ) are obtained in a manner similar to the procedure for determining uncertain-
ties of the PDFs. The uncertainty due to missing higher-order corrections in the theoretical
predictions for jet production cross sections is estimated by varying the renormalization and
factorization scales. The scales are varied independently by a factor of two with respect to
the default choice of µR and µF equal to the pT of the jet and the combined fit of PDFs and
aS(MZ) is repeated for each variation of the scale choice in the following six combinations:
(µR/pT, µF/pT) = (0.5,0.5), (0.5,1), (1,0.5), (1,2), (2,1), and (2,2). The scale for the HERA DIS
data is not changed. The maximal observed upward and downward changes of aS(MZ) with
respect to the default are then taken as the scale uncertainty. The strong coupling constant is
aS(MZ) = 0.1185+0.0019

�0.0021 (exp)+0.0002
�0.0015 (model)+0.0000

�0.0004(param)+0.0022
�0.0018 (scale). Within the uncertain-

ties, this value is consistent with the one determined in Section 8 and is an important cross-

20 9 The QCD analysis of the inclusive jet measurements
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Figure 13: The running aS(Q) as a function of the scale Q is shown, as obtained by using the
CT10 NLO PDF set. The solid line and the uncertainty band are obtained by evolving the
extracted aS(MZ) values by using the 2-loop 5-flavour renormalization group equations. The
dashed line represents the evolution of the world average value. The black dots in the figure
show the numbers obtained from the

p
s = 8 TeV inclusive jet measurement. Results from other

CMS [53–55], D0 [49, 50], H1 [56], and ZEUS [57] measurements are superimposed.

measurements and the CMS jet cross section data are treated as uncorrelated. The theoretical
predictions for the cross sections of jet production are calculated at NLO by using the NLO-
JET++ program [32, 33] as implemented into the FASTNLO package [35]. The open-source QCD
fit framework for PDF determination HERAFitter [58, 59], version 1.1.1, is used with the parton
distributions evolved by using the DGLAP equations [60–65] at NLO, as implemented in the
QCDNUM program [66].

The Thorne–Roberts general mass variable flavour number scheme at NLO [37, 67] is used for
the treatment of the heavy-quark contributions with the heavy-quark masses mc = 1.47 GeV
and mb = 4.5 GeV. The renormalization and factorization scales are set to Q, which denotes
the four-momentum transfer in case of the DIS data and the jet pT in case of the CMS jet cross
sections.

The strong coupling constant is set to aS(MZ) = 0.118, as in the HERAPDF2.0 analysis [13] and
following the global PDF analyses, for example, in Ref. [39]. The Q

2 range of HERA data is
restricted to Q

2 � Q
2
min = 7.5 GeV2.

The procedure for the determination of the PDFs follows the approach used in the previous
QCD analysis [29] with the jet cross section measurements at

p
s = 7 TeV replaced by those

at 8 TeV. At the initial scale of the QCD evolution Q
2
0 = 1.9 GeV2, the parton distributions are

represented by:

Significant constraint on high-x gluon

αs from this analysis

l ATLAS similar analysis (2.76, 7 TeV)
Eur. Phys. J. C (2013) 73:2509

JHEP 03 (2017) 156

https://doi.org/10.1140/epjc/s10052-013-2509-4
https://doi.org/10.1007/JHEP03(2017)156
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Table 5 Same as Table 4 now
with individual experiments
grouped into families of
processes

NNPDF3.1 NNPDF3.1 + ATLASγ

Fixed-target lepton DIS 1.207 1.203

Fixed-target neutrino DIS 1.081 1.087

HERA 1.166 1.169

Fixed-target Drell–Yan 1.241 1.242

Collider Drell–Yan 1.356 1.346

Top-quark pair production 1.065 1.049

Inclusive jets 0.939 0.915

Z pT 0.997 0.980

Total dataset 1.148 1.146

Fig. 6 Left: comparison of the gluon PDF at Q = 100 GeV between the NNPDF3.1 and NNPDF3.1 + ATLASγ fits, normalized to the central
value of the former. Right: the corresponding relative one-sigma PDF uncertainties in each case

Fig. 7 Comparison of the quark PDFs at Q = 100 GeV between the NNPDF3.1 and NNPDF3.1 + ATLASγ fits, normalized to the central value
of the former

123
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Direct photon production
l ATLAS measurements at 8 TeV and 13 TeV

8 TeV, 13 TeV

Phys. Lett B770 (2017) 473JHEP 06 (2016) 005
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Figure 3: Ratio of the NLO pQCD predictions from Jetphox based on the MMHT2014 PDFs to the measured cross
sections for isolated-photon production (solid lines) as a function of E�T in (a) |⌘�| < 0.6, (b) 0.6 < |⌘�| < 1.37, (c)
1.56 < |⌘�| < 1.81 and (d) 1.81 < |⌘�| < 2.37. The inner (outer) error bars represent the statistical uncertainties
(statistical and systematic uncertainties, excluding that on the luminosity, added in quadrature), the dot-dot-dashed
lines represent the uncertainty due to the luminosity measurement and the shaded bands display the theoretical
uncertainty of the calculation based on the MMHT2014 PDFs. The ratio of the NLO pQCD predictions based on
the CT14 (dashed lines) or NNPDF3.0 (dotted lines) PDF sets to the data are also included.

15

Theory/Data vs. Etγ NLO (JETPHOX) reasonably describes data 
however with large theory uncertainty that is 
due to scale (NNLO / NLO)

l NNLO predictions get available recently, 
and a QCD analysis with NNLO direct 
photon:

Eur. Phys. J. C78 6 (2018) 470

Direct photon being established as giving 
useful info on gluon at collider energies 

https://doi.org/10.1016/j.physletb.2017.04.072
https://doi.org/10.1007/JHEP08(2016)005
https://doi.org/10.1140/epjc/s10052-018-5944-4
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Prospects

l Di-boson (WW, WZ, ZZ) productions
-- Constraints to quarks at middle-high x

With more statistics, e.g. full Run-2 data, other measurements will likely be 
precise enough to be used in PDF fits, for instance:

l Single top
-- t-channel top/anti-top ratio is   

sensitive to u/d ratio at high-x

Stefano Camarda 42

Single top

The ratio of top/antitop 
production in the t-channel is 
sensitive to the u/d ratio at 
high-x

arXiv:1403.7366

Di-boson	measurements	

5 June, 2018 G. Pasztor: Multi-boson measurements at LHC 8 
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CMS t-channel single top production
arXiv:1812.10514
(submitted to Phys.Lett.B)

l Top / anti-top ratio in t-channel: Rt-ch
-- Sensitive to u/d
-- Most PDFs describe data well

13 TeV, 36/pb

1

1 Introduction
The study of single top quark production provides important insight into the electroweak pro-
cesses of the standard model (SM) of elementary particles and into the structure of the proton.
It also enables a direct measurement of the magnitude of the Cabibbo–Kobayashi–Maskawa
(CKM) matrix element Vtb. Among the production channels, the t-channel process is the dom-
inant mechanism in proton-proton (pp) collisions at the CERN LHC accounting for approx-
imately 70% of the total single top quark production cross section at

p
s = 13 TeV [1]. The

t channel has a very distinct signature with a light quark, which is predominantly produced
in the forward direction, and a top quark. Figure 1 illustrates the production of a single top
quark and a single top antiquark. The flavor of the initial light quark defines the charge of
the produced top quark; up quarks in the initial state result in top quarks, while down quarks
produce top antiquarks. The ratio of the cross sections of these two processes provides insight
into the inner structure of the proton as described by the parton distribution functions (PDFs).
The ATLAS and CMS Collaborations have performed several measurements of the cross sec-
tion for single top quark production in the t channel using LHC data collected at

p
s = 7, 8, and

13 TeV [2–9]. With a data set corresponding to an integrated luminosity of 35.9 fb�1, the analy-
sis described in this letter uses about 18 times more data compared to the previous analysis at
13 TeV [9] and also exploits the electron final state.

W

b

u

t

d

W

b̄

d

t̄

u

Figure 1: Feynman diagrams at Born level for the electroweak production of a single top quark
(left) and antiquark (right). The flavor of the light quark in the initial state—either up quark (u)
or down quark (d)—defines whether a top quark or top antiquark is produced.

The 13 TeV t-channel single top quark cross section has been calculated to next-to-leading-order
(NLO) accuracy in quantum chromodynamics (QCD) using HATHOR 2.1 [10, 11]. Assuming a
top quark mass of 172.5 GeV [12] and Vtb = 1, the calculation yields cross section values of

st-ch,t = 136.0+4.1
�2.9(scale)± 3.5(PDF+aS)pb,

s
t-ch,t = 81.0+2.5

�1.7(scale)± 3.2(PDF+aS)pb,

s
t-ch,t+t = 217.0+6.6

�4.6(scale)± 6.2(PDF+aS)pb,

(1)

for the t-channel production of single top quarks (st-ch,t), single top antiquarks (s
t-ch,t), and the

sum of both subprocesses (s
t-ch,t+t), respectively, where aS is the strong coupling constant. The

cross sections are evaluated in the five-flavor scheme (5FS), where the b quark is described by
the PDF of the incoming protons. The quoted uncertainties are associated with the renormaliza-
tion and factorization scales, as well as aS at the mass of the Z boson, and PDFs. The PDF and
aS(mZ) uncertainties were calculated with the MSTW2008 68% confidence level NLO [13, 14],
CT10 NLO [15], and NNPDF2.3 [16] PDF sets, using the PDF4LHC prescription [17, 18]. A pre-
diction at full next-to-next-to-leading-order (NNLO) accuracy [19] is also available for single
top quark production in the t channel at 13 TeV. In this analysis, the NLO prediction is used for

17

1.35 1.4 1.45 1.5 1.55 1.6 1.65 1.7 1.75 1.8

-chtR

NLO PDF predictions:

NNPDF3.0

NNPDF3.1

CT14

ABMP16

MMHT2014

HERAPDF2.0

stat  syst⊕stat 

sα PDF+⊕ t m⊕scale 

CMS  (13 TeV)-135.9 fb

 0.05 (syst)± 0.02 (stat) ±1.66 

Figure 8: Comparison of the measured Rt-ch (central dashed line) with the NLO predictions
from different PDF sets, provided by LHAPDF 6.2.1 [61]: NNPDF3.0 [62], NNPDF3.1 [63],
CT14 [64], ABMP16 [65, 66], MMHT2014 [67], HERAPDF2.0 [68]. The HATHOR 5FS calculation
is used with the nominal values for the top quark pole mass and aS set to the best values
of each PDF set. The uncertainty bars for the different PDF sets include the uncertainty due
to the factorization and renormalization scales, the uncertainty in the top quark pole mass,
and the combined internal PDF+aS uncertainty. For the measurement, the statistical and total
uncertainties are indicated individually by the inner and outer uncertainty bars.

The ratio of the cross sections for the production of single top quarks and antiquarks in the t

channel is measured as

Rt-ch = 1.66 ± 0.02 (stat) ± 0.03 (prof) ± 0.04 (sig-mod)
= 1.66 ± 0.02 (stat) ± 0.05 (syst)
= 1.66 ± 0.05.

The measured ratio is compared to the predictions using different PDF sets as shown in Fig. 8.
Good agreement between the measurement and most predictions is found.

9 Summary
Events with one muon or electron and multiple jets in the final state are used to measure
the cross sections for the t-channel production of single top quarks and antiquarks, and their
ratio. The measured cross sections are 136 ± 1 (stat) ± 22 (syst) pb for the production of sin-
gle top quarks, 82 ± 1 (stat) ± 14 (syst) pb for the production of single top antiquarks, and
219 ± 2 (stat) ± 36 (syst) pb for the total production. The latter result is used to calculate the ab-
solute value of the Cabibbo–Kobayashi–Maskawa matrix element | fLVVtb| = 1.00± 0.08 (exp)±
0.02 (theo), including an anomalous form factor fLV. The measured ratio of the cross sections
of the two processes Rt-ch = 1.66± 0.02 (stat)± 0.05 (syst) is compared to recent predictions us-
ing different parton distribution functions (PDFs) to describe the inner structure of the proton.
Good agreement with most PDF sets is found within the uncertainties of the measurement.

The statistical uncertainty plays only a minor role for the achieved precision of the measure-
ments, which are limited by the systematic uncertainties in the modeling of the signal process.

l Differential single top cross section
-- vs. POWHEG NLO with 3 PDFs

which agree with data

arXiv:1907.08330
(submitted to Eur.Phys.J)

https://arxiv.org/abs/1812.10514
http://arxiv.org/abs/1907.08330
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Prospects

1

52
Status of LHC (machine and injectors) 
SPC
Frédérick Bordry 
14th September 2015
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l Run-3: 2021-2023
-- √s=14 TeV
-- intL ~150 /fb (~Run-2)

l Run-4: High-Luminosity LHC (HL-LHC) 2026-
-- √s=14 TeV
-- intL ~3000 /fb (~300 /fb per year)

Knowledge on PDFs 
should become more and 
more precise at future!



Summary

u PDF is a vital input for LHC physics both for BSM hunting and precision 
measurement

u At the same time, LHC data themselves have valuable sensitivities for corner of 
phase spaces that are not covered by low energy DIS experiments, for instance:

-- Middle-high x quarks with W, Z production
-- Middle-high x gluon with ttbar, jet, direct photon productions
-- u/d at high-x with single t

30
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CT18Z strange-PDF

l Latest CTEQ analysis “CT18” (update from CT14)
-- “CT18Z” = “CT18” + adding ATLAS W/Z rapidity

CT18Z vs.CT18 PDFs

dbar/ubar (x,Q) d/u (x,Q)

(s+sbar)/(ubar+dbar) (x,Q)

Q=100 GeV; 
at 90%CL

Rs
increases 
at small-x

d/u
decreases 
at large-x

C. P-Yuan, talk at DIS 2019 conference



33

l Measurements at higher energy give access to different region in x

13 TeV, 81/pb

l Ratios of W/Z cross section
-- Luminosity uncertainty cancels
-- Sensitive to strange PDF

à Supports ATLAS-epWZ16 finding
of ‘unsuppressed’ strange 

Phys. Lett. B759 (2016) 601

The ATLAS Collaboration / Physics Letters B 759 (2016) 601–621 607

Table 3
The measured fiducial σ fid and total σ tot cross sections for the combined electron and muon channels of W − , W + , W ± , and Z -boson 
production and the fiducial ratios W +/W − and W ±/Z . Also shown are the predicted values as discussed in Section 2. The CT14nnlo PDF 
is used for the predictions. In the second set of numerical columns, the error labelled as “other” represents the uncertainty in αS and in 
the beam energy.

Channel

Measured cross section × BR(W → ℓν , Z → ℓℓ) [nb] 
(value ± stat ± syst ± lumi)

Predicted cross section × BR(W → ℓν , Z → ℓℓ) [nb] 
(value ± PDF ± scale ± other)

Fiducial Total Fiducial Total

W − 3.50 ± 0.01 ± 0.07 ± 0.07 8.79 ± 0.02 ± 0.24 ± 0.18 3.40+0.09
−0.11 ± 0.04 ± 0.06 8.54+0.21

−0.24 ± 0.11 ± 0.12

W + 4.53 ± 0.01 ± 0.09 ± 0.10 11.83 ± 0.02 ± 0.32 ± 0.25 4.42+0.13
−0.14 ± 0.05 ± 0.08 11.54+0.32

−0.31 ± 0.15 ± 0.16

W ± 8.03 ± 0.01 ± 0.16 ± 0.17 20.64 ± 0.02 ± 0.55 ± 0.43 7.82+0.21
−0.25 ± 0.09 ± 0.13 20.08+0.53

−0.54 ± 0.26 ± 0.28

Z 0.779 ± 0.003 ± 0.006 ± 0.016 1.981 ± 0.007 ± 0.038 ± 0.042 0.74+0.02
−0.03 ± 0.01 ± 0.01 1.89 ± 0.05 ± 0.03 ± 0.03

Measured ratio (value ± stat ± syst) Predicted ratio (value ± PDF)

W +/W − 1.295 ± 0.003 ± 0.010 – 1.30 ± 0.01 –
W ±/Z 10.31 ± 0.04 ± 0.20 – 10.54 ± 0.12 –

Fig. 4. Ratio of the predicted to measured fiducial cross section for the combined electron and muon channels using various PDFs. The inner (outer) band corresponds to the 
experimental uncertainty without (with) the luminosity uncertainty. The inner error bar of the predictions represents the PDF uncertainty while the outer error bar includes 
the sum in quadrature of all other systematic uncertainties.

Fig. 5. Ratios (red line) of W + to W − boson (left) and W ± to Z boson (right) combined production cross sections in the fiducial region compared to predictions based 
on different PDF sets. The inner (yellow) shaded band corresponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties 
added in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.)

and between the W ± and Z -boson results for the same-flavour 
measurement. The results for the measured W +/W − and W ±/Z
ratios of fiducial production cross sections in the combined elec-
tron and muon channels as well as the corresponding predictions 
as described in Section 2 are given in Table 3 and presented in 
Fig. 5. The dominant components of the systematic uncertainty 
in the W ±/Z ratio are from both the multijet background and 
the jet-energy scale/resolution while that of the W +/W − ratio 
is from the uncorrelated part of the multijet background uncer-
tainty. For the ratios RW +/W − = σ fid

W +/σ fid
W − and RW /Z = σ fid

W ±/σ fid
Z , 

several predictions agree within quoted uncertainties, although 
all predictions are above the central value for the data in both 
cases.

8. Conclusion

Measurements with the ATLAS detector at the LHC of the W →
ℓν and Z → ℓ+ℓ− production cross sections based on 938,158 and 
79,907 candidates, respectively, are presented. These results corre-
spond to a total integrated luminosity of approximately 81 pb−1

of proton–proton collisions at 
√

s = 13 TeV, the highest centre-of-
mass energy ever available from a collider. The size of the W ± and 
Z -boson production cross sections at this LHC Run-2 centre-of-
mass energy are enhanced by a factor of nearly two from those at √

s = 7 TeV and 8 TeV in Run-1. The measurements of the fiducial 
cross sections of W + , W − , and Z -boson production are made sep-
arately in the electron and muon decay channels and are found to 
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Table 3
The measured fiducial σ fid and total σ tot cross sections for the combined electron and muon channels of W − , W + , W ± , and Z -boson 
production and the fiducial ratios W +/W − and W ±/Z . Also shown are the predicted values as discussed in Section 2. The CT14nnlo PDF 
is used for the predictions. In the second set of numerical columns, the error labelled as “other” represents the uncertainty in αS and in 
the beam energy.

Channel

Measured cross section × BR(W → ℓν , Z → ℓℓ) [nb] 
(value ± stat ± syst ± lumi)

Predicted cross section × BR(W → ℓν , Z → ℓℓ) [nb] 
(value ± PDF ± scale ± other)

Fiducial Total Fiducial Total

W − 3.50 ± 0.01 ± 0.07 ± 0.07 8.79 ± 0.02 ± 0.24 ± 0.18 3.40+0.09
−0.11 ± 0.04 ± 0.06 8.54+0.21

−0.24 ± 0.11 ± 0.12

W + 4.53 ± 0.01 ± 0.09 ± 0.10 11.83 ± 0.02 ± 0.32 ± 0.25 4.42+0.13
−0.14 ± 0.05 ± 0.08 11.54+0.32

−0.31 ± 0.15 ± 0.16

W ± 8.03 ± 0.01 ± 0.16 ± 0.17 20.64 ± 0.02 ± 0.55 ± 0.43 7.82+0.21
−0.25 ± 0.09 ± 0.13 20.08+0.53

−0.54 ± 0.26 ± 0.28

Z 0.779 ± 0.003 ± 0.006 ± 0.016 1.981 ± 0.007 ± 0.038 ± 0.042 0.74+0.02
−0.03 ± 0.01 ± 0.01 1.89 ± 0.05 ± 0.03 ± 0.03

Measured ratio (value ± stat ± syst) Predicted ratio (value ± PDF)

W +/W − 1.295 ± 0.003 ± 0.010 – 1.30 ± 0.01 –
W ±/Z 10.31 ± 0.04 ± 0.20 – 10.54 ± 0.12 –

Fig. 4. Ratio of the predicted to measured fiducial cross section for the combined electron and muon channels using various PDFs. The inner (outer) band corresponds to the 
experimental uncertainty without (with) the luminosity uncertainty. The inner error bar of the predictions represents the PDF uncertainty while the outer error bar includes 
the sum in quadrature of all other systematic uncertainties.

Fig. 5. Ratios (red line) of W + to W − boson (left) and W ± to Z boson (right) combined production cross sections in the fiducial region compared to predictions based 
on different PDF sets. The inner (yellow) shaded band corresponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties 
added in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.)

and between the W ± and Z -boson results for the same-flavour 
measurement. The results for the measured W +/W − and W ±/Z
ratios of fiducial production cross sections in the combined elec-
tron and muon channels as well as the corresponding predictions 
as described in Section 2 are given in Table 3 and presented in 
Fig. 5. The dominant components of the systematic uncertainty 
in the W ±/Z ratio are from both the multijet background and 
the jet-energy scale/resolution while that of the W +/W − ratio 
is from the uncorrelated part of the multijet background uncer-
tainty. For the ratios RW +/W − = σ fid

W +/σ fid
W − and RW /Z = σ fid

W ±/σ fid
Z , 

several predictions agree within quoted uncertainties, although 
all predictions are above the central value for the data in both 
cases.
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ℓν and Z → ℓ+ℓ− production cross sections based on 938,158 and 
79,907 candidates, respectively, are presented. These results corre-
spond to a total integrated luminosity of approximately 81 pb−1

of proton–proton collisions at 
√

s = 13 TeV, the highest centre-of-
mass energy ever available from a collider. The size of the W ± and 
Z -boson production cross sections at this LHC Run-2 centre-of-
mass energy are enhanced by a factor of nearly two from those at √

s = 7 TeV and 8 TeV in Run-1. The measurements of the fiducial 
cross sections of W + , W − , and Z -boson production are made sep-
arately in the electron and muon decay channels and are found to 
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Top pair production [middle-high x gluon]
l Inclusive cross section

-- Already included in the latest
global PDF fits, as MMHT, 
NNPDF

l Differential cross sections 
-- Single differential in terms of

rapidity, pT of top, and rapidity and
mass of top pair

-- Measurements with 7 TeV, 8 GeV, 
in l-jets and l-l modes, both from
ATLAS and CMS

-- NNLO predictions on differential
cross sections are now available. 
à possible to include into PDF fits
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Figure 6: Normalized tt̄ di↵erential cross-sections as a function of the (a) invariant mass (mtt̄) (b) transverse mo-
mentum (pT,tt̄) and (c) absolute value of the rapidity (|ytt̄ |) of the tt̄ system at

p
s = 8 TeV measured in the dilepton

eµ channel compared to di↵erent PDF sets. The MC@NLO+Herwig generator is reweighted using the PDF sets
to produce the di↵erent predictions. The bottom panel shows the ratio of prediction to data. The light (dark) gray
band includes the total (data statistical) uncertainty in the data in each bin.
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Top pair production [middle-high x gluon]
l Impact to PDF fits studied by NNPDF 

-- Including ttbar 8 TeV ATLAS and CMS, l-jets
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Figure 16: Same as Fig. 14 for the global fits.

• and the total inclusive cross-section �tt̄ from ATLAS and CMS at
p
s = 8 TeV.

From the results of Fig. 16 it also follows that other possible choices, consistent with the above
guidelines, would not lead to significantly di↵erent results, as the pull of the ATLAS and CMS
measurements on the large-x gluon is consistent among all distributions.

We have therefore performed a final global PDF fit using this optimal combination of LHC
top data, and checked explicitly its features. The values of the �2 per data point for each dataset
included in the fit are collected in the last column of Tab. 7. The central value and one-sigma
uncertainty of the corresponding gluon PDF are displayed in Fig. 15 (thick dashed line). In
Fig. 17, we show the gluon, the charm and bottom quark PDFs from our global baseline fit
and from our optimal fit including our optimal choice of top-quark data. Results are computed
at Q = 100 GeV and are normalized to the global baseline fit. Other quark and antiquark
PDFs are marginally a↵ected by top data, as expected, and hence are not shown in Fig. 17. We
now explore the impact of the new fit both on luminosities and on kinematic distributions not
included in the fit.

First of all, we compute the PDF luminosities at
p
s = 13 TeV for this fit as a function of

the invariant mass MX of the produced final state. The factorization scale is set to µF = MX .
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Figure 21: The relative PDF uncertainty on the large-x gluon (left) and on the gluon-gluon luminosity at
large values of MX (right plot) in the global baseline fit, compared with the corresponding fits including
either top-quark pair di↵erential measurements or jet production cross-sections.

the 2010 run, together with their cross-correlations; and from CMS at 7 TeV [111] from the 2011
data-taking period. These four datasets were already part of the NNPDF3.0 fits. Moreover, we
have added two additional inclusive jet measurements, from CMS at

p
s = 2.76 TeV and from

ATLAS at 7 TeV from the 2011 run [116].2 The resulting inclusive jet cross-sections add up to
76 points for CDF, 180 for ATLAS, and 214 from CMS, for a total of Ndat = 470 points.

In Fig. 21 we show the relative PDF uncertainty on the large-x gluon (left) and on the gg

luminosity at large values of MX (right) in the global baseline fit, compared to the corresponding
fits including either top-quark pair di↵erential measurements or jet production cross-sections.
Interestingly, we find that the constraints on the large-x gluon from collider jet measurements
turn out to be similar to those from the LHC top di↵erential data. This result is particularly
remarkable since, as indicated in Table 1, the LHC data included in these fits amounts to
Ndat = 17 data points (including the total cross-section measurements), while the collider jet
dataset is substantially larger, Ndat = 470 points. On the other hand, while jet production is
sensitive to the qg luminosity, and can have a large contribution for qq luminosity at high pT , top
quark production is driven instead by the gg one, which partly explains the comparable impact
on the large-x gluon despite the di↵erent number of points. Note that PDF uncertainties in the
gg luminosity at high masses are slightly reduced in the fits with top data than in the fits with
jet data, despite the fact that for the gluon PDF itself the situation is opposite. This indicates
that the top data induces a somewhat more stringent correlation between di↵erent x regions of
the gluon as compared to jet data, thereby leading to smaller fluctuations in the gg luminosity
as compared to those observed in g(x,Q2)

The results in Fig. 21 indicate that the constraining power of top-quark pair di↵erential
distributions at 8 TeV on the large-x gluon is already similar to that of collider jet production
measurements. Moreover, accounting for additional measurements at 8 TeV in other final states
and with boosted kinematics, as well as available and upcoming 13 TeV measurements, will
further strengthen the conclusions and make top-quark data even more competitive. On the
other hand, Fig. 21 also indicates that ultimate accuracy on the large-x gluon can only be
achieved by means of the simultaneous inclusion in the global analysis of both top and jet data.

5 Conclusions and outlook

Recent developments in higher-order QCD calculations of LHC processes require parton distri-
butions with matching accuracy. PDFs in general, and the limited knowledge of the gluon at
large x in particular, are often the dominant source of theory uncertainty for top-quark pair dif-
ferential distributions [24]. This motivates a self-consistent two-step program where top-quark

2Details on the implementation of this two new datasets will be discussed in a forthcoming publication [117].
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Gluon uncertainty 

Gluon uncertainty 

ttbar (in particular differentials) 
significantly improves high-x 
gluon

ttbar sensitivity to gluon is as 
similar to jets data (Tevatron, 
LHC)
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Top pair / Z ratio [middle-high x gluon]
l ttbar / Z ratio 

-- Luminosity uncertainty cancels 

Provide even better constraints on gluon PDF at  high-x 

JHEP 02 (2017) 1177, 8, 13 TeV
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Figure 9: Impact of the ATLAS Z-boson and tt̄ cross-section data on the determination of PDFs. The bands
represent the uncertainty for the ATLAS-epWZ12 PDF set and the uncertainty of the profiled ATLAS-epWZ12
PDF set using tt + Z data as a function of x for the total light-quark-sea distribution, x⌃, at Q2 ⇡ m2

Z (left) and for
the gluon density, xg, at Q2 ⇡ m2

t (right). In the upper plots, the profiled PDF set is divided by the central value of
ATLAS-epWZ12 PDF set, “ref”, while in the lower plots, the relative uncertainty, �, is given. The lower plots also
show the impact of only including the ATLAS tt̄ data set. In the upper plots, the dashed blue curve represents the
ratio of the central value of the profiled result to ATLAS-epWZ12 PDF set.
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Figure 3: The ratios Rtot/fid
tt̄/Z (i TeV), for i = 13, 8, 7 compared to predictions based on di↵erent PDF sets. The inner

shaded band corresponds to the statistical uncertainty, the middle band to the statistical and experimental systematic
uncertainties added in quadrature, while the outer band shows the total uncertainty, including the luminosity uncer-
tainty. The latter is not visible since the luminosity uncertainties almost entirely cancel in these ratios. The theory
predictions are given with the corresponding PDF uncertainties shown as inner bars while the outer bars include all
other uncertainties added in quadrature.

uncertainty (but agree well when including the respective prediction uncertainties), and by 2.6� from
the ABM12 PDF. A similar but less significant pattern is observed for the 13 TeV data. The 7 TeV data
are most consistent with the MMHT14 PDF set. The data are between the predictions of the PDF4LHC
PDFs and the HERA-based PDFs HERAPDF2.0 and ATLAS-epWZ12, deviating most from the ABM12
prediction. The di↵erence between data and predictions for the 7 and 8 TeV results is consistent with the
results published by ATLAS for the ratio of tt̄ cross sections at these two energies [1], as is discussed in
Section 5.4.2.

5.4.2 Single ratios at di↵erent
p

s

The ratios of the fiducial Z-boson cross sections at various
p

s values are compared in Figure 4 to pre-
dictions employing di↵erent PDF sets. The uncertainty in these ratios is dominated by the luminosity
uncertainty. Even though the total luminosity uncertainties are of comparable magnitude at 7, 8 and
13 TeV, they are mostly uncorrelated and therefore do not cancel in the cross-section ratios.

The measurements are consistent with the predictions for all PDF sets. Most of these predictions agree
with the data within the experimental uncertainties, even omitting the luminosity uncertainty. This obser-
vation may indicate that the luminosity-determination uncertainty in the measured ratio is conservative.
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Jet cross section @ 13 TeV [middle-high x gluon]
l ATLAS 13 TeV measurements of inclusive jets and di-jets cross sections

-- Up to pT(jet) =3.5 TeV

13 TeV, -3.2/fb
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Figure 5: Inclusive jet cross-sections as a function of pT and |y|, for anti-kt jets with R = 0.4. The statistical uncer-
tainties are smaller than the size of the symbols used to plot the cross-section values. The dark gray shaded areas
indicate the experimental systematic uncertainties. The data are compared to NLO pQCD predictions calculated
using NLOJET++ with pmax

T as the QCD scale and the CT14 NLO PDF set, to which non-perturbative and elec-
troweak corrections are applied. The light gray (yellow in the online version) shaded areas indicate the predictions
with their uncertainties. At low and intermediate pT bins the experimental systematic uncertainties are comparable
to the theory uncertainties (drawn on top) and therefore are barely visible.
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Cross section vs. jet pT
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. The ratios are shown as a function of the jet pT in six |y| bins
for anti-kt jets with R = 0.4. The predictions are calculated using NLOJET++ with three di↵erent PDF sets (CT14,
MMHT 2014, NNPDF 3.0) and non-perturbative and electroweak corrections are applied. The uncertainties of
the predictions, shown by the coloured lines, include all the uncertainties discussed in Section 9. The grey bands
show the total data uncertainty including both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and
statistical uncertainties.

in terms of the �2 per degree of freedom (dof). Table 4 shows the summary of observed Pobs values for
each y⇤ bin of the dijet measurement, as well as those from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in indi-
vidual jet rapidity or y⇤ bins treated independently, with some tension present in the 1.5–2.5 rapidity re-
gion. Comparable results are obtained for PDF sets determined with similar data. Strong tension between
data and theory is observed when considering data points from all jet transverse momentum and rapidity
regions in the inclusive jet measurement (Table 3), a behaviour already observed in the previous ATLAS
measurement at

p
s = 8 TeV [11]. For the dijet measurement, the agreement is fair when considering

events from all y⇤ regions, as observed in the previous ATLAS measurement at
p

s = 7 TeV [76].

Consideration of all data points together requires a good understanding of the correlations of the experi-
mental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of most
uncertainties are generally well known, the systematic uncertainties that are based on simple comparisons
between two options (two-point uncertainties) are not well defined. This is the case for instance for the in
situ multijet balance uncertainties due to di↵erent fragmentation models and the theoretical uncertainty
related to the alternative scale choice. In these cases, alternative decorrelation scenarios can in principle
be used instead of the default full correlation model. In these, systematic uncertainties are split into
sub-components whose size varies with jet rapidity and pT, keeping their sum in quadrature equal to the
original uncertainty.
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. The ratios are shown as a function of the jet pT in six |y| bins
for anti-kt jets with R = 0.4. The predictions are calculated using NLOJET++ with three di↵erent PDF sets (CT14,
MMHT 2014, NNPDF 3.0) and non-perturbative and electroweak corrections are applied. The uncertainties of
the predictions, shown by the coloured lines, include all the uncertainties discussed in Section 9. The grey bands
show the total data uncertainty including both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and
statistical uncertainties.

in terms of the �2 per degree of freedom (dof). Table 4 shows the summary of observed Pobs values for
each y⇤ bin of the dijet measurement, as well as those from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in indi-
vidual jet rapidity or y⇤ bins treated independently, with some tension present in the 1.5–2.5 rapidity re-
gion. Comparable results are obtained for PDF sets determined with similar data. Strong tension between
data and theory is observed when considering data points from all jet transverse momentum and rapidity
regions in the inclusive jet measurement (Table 3), a behaviour already observed in the previous ATLAS
measurement at

p
s = 8 TeV [11]. For the dijet measurement, the agreement is fair when considering

events from all y⇤ regions, as observed in the previous ATLAS measurement at
p

s = 7 TeV [76].

Consideration of all data points together requires a good understanding of the correlations of the experi-
mental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of most
uncertainties are generally well known, the systematic uncertainties that are based on simple comparisons
between two options (two-point uncertainties) are not well defined. This is the case for instance for the in
situ multijet balance uncertainties due to di↵erent fragmentation models and the theoretical uncertainty
related to the alternative scale choice. In these cases, alternative decorrelation scenarios can in principle
be used instead of the default full correlation model. In these, systematic uncertainties are split into
sub-components whose size varies with jet rapidity and pT, keeping their sum in quadrature equal to the
original uncertainty.
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections, shown
as a function of the jet pT in six |y| bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with the MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Refs. [17,
18] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections are applied to the predictions. The NLO and NNLO uncertainties are shown by the coloured
lines, including all the uncertainties discussed in Section 9. The grey bands show the total data uncertainty including
both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y⇤ ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y⇤ < 0.5 79% 59% 50% 71% 71%

0.5  y⇤ < 1.0 27% 23% 19% 32% 31%
1.0  y⇤ < 1.5 66% 55% 48% 66% 69%
1.5  y⇤ < 2.0 26% 26% 28% 9.9% 25%
2.0  y⇤ < 2.5 41% 34% 29% 3.6% 20%
2.5  y⇤ < 3.0 45% 46% 40% 25% 38%

all y⇤ bins 9.4% 6.5% 11% 0.1% 5.1%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e↵ects for various PDF sets and for each individual
y⇤ range. The last row of the table corresponds to a global fit using all mj j and y⇤ bins of the dijet measurement.
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Figure 12: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections, shown
as a function of the jet pT in six |y| bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with the MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Refs. [17,
18] using NNLOJET with pmax

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections are applied to the predictions. The NLO and NNLO uncertainties are shown by the coloured
lines, including all the uncertainties discussed in Section 9. The grey bands show the total data uncertainty including
both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

11 Conclusion

The inclusive jet and dijet cross-sections in proton–proton collisions at
p

s = 13 TeV are measured for jets
reconstructed with the anti-kt algorithm with a jet radius parameter value of R = 0.4. The measurements
use data collected at the LHC with the ATLAS detector during 2015 corresponding to an integrated
luminosity of 3.2 fb�1. The inclusive jet cross-sections are measured double-di↵erentially in the jet
transverse momentum and jet rapidity in a kinematic region between 100 GeV and 3.5 TeV with |y| < 3.
The dijet cross-sections are measured double-di↵erentially in the invariant mass of the dijet system and
half the absolute rapidity separation between the two leading jets with |y| < 3, covering 300 GeV < m j j <
9 TeV and y⇤ < 3. The dominant systematic uncertainty arises from the jet energy calibration.

A quantitative comparison of the measurements to fixed-order NLO QCD calculations, corrected for non-
perturbative and electroweak e↵ects, shows overall fair agreement (with p-values in the percent range)
when considering jet cross-sections in individual jet rapidity bins independently. In the inclusive jet
measurement, a significant tension (with p-values ⌧ 10�3) between data and theory is observed when
considering data points from all jet transverse momentum and rapidity regions. No significant di↵erences
between the inclusive jet cross-sections and the fixed-order NNLO QCD calculations corrected for non-
perturbative and electroweak e↵ects are observed when using pjet

T as the QCD scale. The NNLO pQCD
predictions using pmax

T as the scale overestimate the measured inclusive jet cross-sections.
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Figure 12: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections, shown
as a function of the jet pT in six |y| bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with the MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Refs. [17,
18] using NNLOJET with pmax

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections are applied to the predictions. The NLO and NNLO uncertainties are shown by the coloured
lines, including all the uncertainties discussed in Section 9. The grey bands show the total data uncertainty including
both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.
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The inclusive jet and dijet cross-sections in proton–proton collisions at
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s = 13 TeV are measured for jets
reconstructed with the anti-kt algorithm with a jet radius parameter value of R = 0.4. The measurements
use data collected at the LHC with the ATLAS detector during 2015 corresponding to an integrated
luminosity of 3.2 fb�1. The inclusive jet cross-sections are measured double-di↵erentially in the jet
transverse momentum and jet rapidity in a kinematic region between 100 GeV and 3.5 TeV with |y| < 3.
The dijet cross-sections are measured double-di↵erentially in the invariant mass of the dijet system and
half the absolute rapidity separation between the two leading jets with |y| < 3, covering 300 GeV < m j j <
9 TeV and y⇤ < 3. The dominant systematic uncertainty arises from the jet energy calibration.

A quantitative comparison of the measurements to fixed-order NLO QCD calculations, corrected for non-
perturbative and electroweak e↵ects, shows overall fair agreement (with p-values in the percent range)
when considering jet cross-sections in individual jet rapidity bins independently. In the inclusive jet
measurement, a significant tension (with p-values ⌧ 10�3) between data and theory is observed when
considering data points from all jet transverse momentum and rapidity regions. No significant di↵erences
between the inclusive jet cross-sections and the fixed-order NNLO QCD calculations corrected for non-
perturbative and electroweak e↵ects are observed when using pjet

T as the QCD scale. The NNLO pQCD
predictions using pmax

T as the scale overestimate the measured inclusive jet cross-sections.
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Scale choice is sensitive: with μ=pT
jet and R=0.6 anti-kT, NNLO describes 

data better than NLO 


