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Zero-degree of collisions
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２次粒子多重度 (dN/dη) ２次粒子エネルギー流量 (dE/dη)
charged + neutral
p-p √s=13TeV Pseudorapidity

加速器実験でどこを測れば良い？
本研究で着目するのは、散乱の超前方(|η|>8.4)と呼ばれる領域

• ハドロン散乱のエネルギー流量は超前方領域にほとんど集中 
• 空気シャワーの発達に重要なのは超前方での粒子生成 
‣特に空気シャワーの大部分を構成する、電磁(EM)成分(主にπ0崩壊の

photon)がどう生成されるかが重要 => 本研究により検証

Physics at Zero degree 
✓Soft collisions, low-pT < 1GeV 

 → pQCD does not work. 
 → Phenomenological model is needed 
✓High energy flux  

 → Most of longitudinal momentum is carried  
     by remnants of collisions.  

Central region

Fragmentation  
of remnants 

very forward region
LHC

RHIC

Detector 
(LHCf or  
 RHICf)

These are important for cosmic-ray physics, 
especially observation of  

ultra-high energy cosmic-rays 
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UHECR observations
√

4

Hadronic Interactions at UHEHadronic Interactions at UHE

[18 of 30]

Indirect observation by using the air shower technique 
Easy to have a large acceptance  
Uncertainty in the reconstruction 
of primary CR information.  

😊
😔

• Energy spectrum 
• Anisotropy  
• Chemical composition 

Method of UHECR observation

4

• UHECR is observed by using air shower (cascade reaction of 
primary cosmic rays with atmospheric particles).

• Using air shower MC, spectrum and arrival direction of primary 
cosmic rays are reconstructed.
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UHECR observation issues

7

Xmax above 1017.2 eV, Measurements and Composition Implications Jose Bellido

Figure 4: The mean (left) and the standard deviation (right) of the measured Xmax distributions as a function
of energy compared to air-shower simulations for proton and iron primaries.

the tails of the Xmax distributions.
Between 1017.2 and 1018.33 eV the observed elongation rate (rate of change of hXmaxi) is

(79±1) g/cm2/decade (Fig. 4, left). This value, being larger than that expected for a constant mass
composition (⇠60 g/cm2/decade), indicates that the mean primary mass is becoming lighter with
increasing energy. At 1018.33±0.02 eV the elongation rate becomes significantly smaller ((26± 2)
g/cm2/decade) indicating that the composition is becoming heavier with increasing energy. The
fluctuations of Xmax (Fig. 4, right) decrease above 1018.3 eV, also indicating a composition becom-
ing heavier with increasing energy.

The mean value of lnA, hlnAi, and its variance, s2(lnA), determined from Eqs. (1.1) and (1.2),
are shown in Fig. 5. For the parameters hXmaxip, fE and hs 2

shi, the EPOS-LHC [7], QGSJetII-
04 [8] and Sibyll2.3 [9] hadronic interaction models are used. The unphysical negative values
obtained for s2(lnA) result from the corresponding hadronic model predicting s(Xmax) values (for
pure compositions) that are larger than the observed ones. An average value of s2(lnA) ' 1.2 to
2.6 has been estimated in [10] using the correlation between Xmax and S1000 (the signal recorded
at 1000 m). This range for s2(lnA) is valid for the three hadronic models and for the energy
range lg(E/eV) = 18.5 to 19.0. The average s 2(lnA) from Fig. 5, for the same energy range, is
(0.8±0.4) for EPOS-LHC, (�0.7±0.4) for QGSJetII-04, (0.6±0.4) for Sibyll2.3. The QGSJetII-
04 and Sibyll2.3 models failed to provide consistent interpretation, and EPOS-LHC is marginally
consistent.

For the three models, similar trends with energy for hlnAi and s 2(lnA) are observed. The
primary mass is decreasing with energy reaching minimum values at 1018.33±0.02 eV, and then
it starts to increase again towards higher energies. The spread of the masses is almost constant
until ⇡ 1018.3 eV after which it starts to decrease. Together with the behavior of hlnAi, this is an
indication that the relative fraction of protons becomes smaller for energies above ⇡1018.3 eV.

The expected Xmax distributions for p, He, N and Fe have been parametrized [11] using a

45

proton

iron

PAO collaboration  
(ICRC2017)

Large model dependency of  
UHECR composition measurement 

Muon excess  
Nµdata > NµMC 

Figure 4 shows the one-sigma statistical uncertainty ellip-
ses in the RE − Rhad plane; the outer boundaries of
propagating the systematic errors are shown by the gray
rectangles.
The values of Rhad needed in the models are comparable

to the corresponding muon excess detected in highly
inclined air showers [7], as is expected because at high
zenith angle the nonhadronic contribution to the signal
(shown with red curves in Fig. 3) is much smaller than the
hadronic contribution. However, the two analyses are not
equivalent because a muon excess in an inclined air shower
is indistinguishable from an energy rescaling, whereas in
the present analysis the systematic uncertainty of the
overall energy calibration enters only as a higher-order
effect. Thus, the significance of the discrepancy between
data and model prediction is now more compelling,
growing from 1.38 (1.77) sigma to 2.1 (2.9) sigma,
respectively, for EPOS-LHC (QGSJet II-04), adding stat-
istical and systematic errors from Fig. 6 of Ref. [7] and
Table I, in quadrature.
The signal deficit is smallest (the best-fit Rhad is the

closest to unity) with EPOS-LHC and mixed composition.
This is because, for a given mass, the muon signal is ≈15%
larger for EPOS-LHC than QGSJet-II-04 [26], and in
addition the mean primary mass is larger when the
Xmax data are interpreted with EPOS rather than with
QGSJet-II [9].
Within the event ensemble used in this study, there is no

evidence of a larger event-to-event variance in the ground
signal for fixed Xmax than predicted by the current models.
This means that the muon shortfall cannot be attributed to
an exotic phenomenon producing a very large muon signal
in only a fraction of events, such as could be the case if
microscopic black holes were being produced at a much-
larger-than-expected rate [27,28].
Summary.—We have introduced a new method to study

hadronic interactions at ultrahigh energies, which

minimizes reliance on the absolute energy determination
and improves precision by exploiting the information in
individual hybrid events. We applied it to hybrid showers of
the Pierre Auger Observatory with energies 6–16 EeV
(ECM ¼ 110 to 170 TeV) and zenith angle 0°–60°, to
quantify the disparity between state-of-the-art hadronic
interaction modeling and observed UHECR atmospheric
air showers. We considered the simplest possible charac-
terization of the model discrepancies, namely, an overall
rescaling of the hadronic shower, Rhad, and we allow for a
possible overall energy calibration rescaling, RE.
No energy rescaling is needed: RE ¼ 1.00" 0.10 for the

mixed composition fit with EPOS-LHC, and RE ¼ 1.00"
0.14 for QGSJet II-04, adding systematic and statistical
errors in quadrature. This uncertainty on RE is of the same
order of magnitude as the 14% systematic uncertainty of
the energy calibration [14].
We find, however, that the observed hadronic signal in

these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The best
case, EPOS-LHC with mixed composition, requires a
hadronic rescaling of Rhad ¼ 1.33" 0.16 (statistical and
systematic uncertainties combined in quadrature), while for
QGSJet II-04, Rhad ¼ 1.61" 0.21. It is not yet known
whether this discrepancy can be explained by some
incorrectly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [26] or vector mesons [29]
(see Ref. [30] for a recent review of the many constraints to
be satisfied), while proposals for possible new physics are
discussed in Refs. [28,31,32].
The discrepancy between models and nature can be

elucidated by extending the present analysis to the entire
hybrid data set above 1018.5 eV, to determine the energy
dependence of RE and Rhad. In addition, the event-by-event
analysis introduced here can be generalized to include other
observables with complementary sensitivity to hadronic
physics and composition, e.g., muon production depth [33],
risetime [34], and slope of the LDF.
AugerPrime, the anticipated upgrade of the Pierre Auger

Observatory [35], will significantly improve our ability to
investigate hadronic interactions at ultrahigh energies, by
separately measuring the muon and EM components of the
ground signal.

The successful installation, commissioning, and oper-
ation of the Pierre Auger Observatory would not have been
possible without the strong commitment and effort from the
technical and administrative staff in Malargüe.
We are very grateful to the following agencies and

organizations for financial support: Comisión Nacional
de Energía Atómica, Agencia Nacional de Promoción
Científica y Tecnológica (ANPCyT), Consejo Nacional
de Investigaciones Científicas y Técnicas (CONICET),
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E=6-16EeV

Several ideas to solve it
• Strange particles 
• Vector meson productions  
• QGP 

Sensitive Eπ0/Ehad for a collision



▪ Cross section
If large σine: rapid development 
If small σine : deep penetrating

▪ Very forward 
energy spectrum  

• If softer, shallow development 
• If harder, deep penetrating

• If small k (π0s carry more energy):  
  rapid development 

• If large k (baryons carry more energy):     
  deep penetrating

	 ▪ Secondary interactions 
 (n, p, π) 

▪ Secondary particle multiplicity 
▪ Forward angular emission  
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Multiplicity Energy Flow

Pseudorapidity η Pseudorapidity η

The coverage of  
the “wide” rapidity range 
by experiments is crucial  

 
Especially  

High Energy Flux   
in “forward” region  

 



7

p, n 
π+,π- π0

Cosmic-ray

• π0 → 2γ 
•  Induce  

electromagnetic  
showers which is 
dominant 
components of the 
shower.

•  bring the energy  
to next collisions  

•  Inelasticity: 
fraction of energy   
used for particle  
productions 
 k = 1 - Eleading/ECR 

Neutral pions 

Leading baryons

Hadronic interaction 
CR - N or O 

π0

γ

Leading p, n

They must be measured experimentally 

We do them at LHC and RHIC

Air shower developments and hadronic interaction 

These energetic π0 and n  
are always emitted into  
the very forward region.  
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LHCf experiment

RHICf experiment

- Zero degree measurement at CERN-LHC  
- Two calorimeter detectors (Arm1, Arm2) 
at ± 140 m from ATLAS IP 
-  Operations 

- Zero degree measurement at BNL-RHIC 
- Only one detector at 18 m from STAR IP 
- Spin asymmetry measurements  
with polarized proton beams  
- Operation: pp √s = 510 GeV (2017) 

LHCf:¢`�$
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par3cles$

Beam!pipe!

96mm�

!  LHC��(Îp?p�x��OJ�{3(wcêøþĀp�Ñ��)àf9!
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p
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Arm2

Sent to BNL in 2015

‣ pp: √s = 0.9 TeV (2010), 
      √s = 2.76 TeV (2013), 
      √s = 7 TeV (2010), 
      √s = 13 TeV (2015) 
‣ pPb: √sNN = 5 TeV (2013,2016) 
        √sNN = 5 TeV (2016) 

IP

LHCf and RHICf experiments



RHICf experiment 

10

RHIC at BNL

Arm1 detector  
in RHIC tunnel

•p+p √s = 510 GeV  
(polarized beam) 

• Test of energy scaling with the wide pT range.  
• The operation was successfully completed  

in June 2017  
• RHICf covers η > 5.9 
• Common operation with STAR 

Run 17 operation 

• EM calorimeter (RHICf detector) installed in front of 
the ZDC+SMD of the STAR experiment 

• Two position-sensitive sampling 
calorimeters 
• TS (small tower): 20mm x 20mm

• TL (large tower): 40mm x 40mm 

• Tungsten absorber (44 X0, 1.6 Oint) 

• 16 GSO sampling layers

• 4 XY pairs of GSO-bar position 
layers 

September 10, 2020 7
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Figure 2.2: The longitudinal structure of the LHCf calorimeters. In both figures, grey
and light blue parts represent tungsten and GSO-plate layers, respectively. GSO-bar
hodoscope for Arm1 and the silicon strip detector for Arm2 are shown in red and
orange, respectively. Particles enter from the left side of each figure.

19

The RHICf detectors

11

40mm

20mm

• W (44 r.l  , 1.7λI ) and 16 GSO scintillator layers  
• Four positioning sensitive layers;  
    Arm1: XY-hodoscope of GSO bars (1mm step)  
    Arm2: XY-Silicon strip (160 µm step) 
• Each detector has two calorimeter towers,  
  which allow to reconstruct π0 

Sampling and Positioning Calorimeters 



Event sample 
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Figure 3. Trigger rates of RHICf operation in 2017; upper arrows indicate physical operation periods.
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Figure 4. Example of an event measured by the RHICf detector. The event records a single photon incident
in each calorimeter tower, which is a candidate for c

0. The top panels represent the longitudinal shower
development measured by the scintillator layers of TS (left) and TL (right). The estimated photon energies
in TS and TL were 95.8 and 77.7 GeV, respectively. The middle and bottom panels depict the lateral
development measured by four layers of GSO bar XY-hodoscopes. Blue, green, red, and magenta lines
indicate profiles at various layers: 1st (6 -0), 2nd (10 -0), 3rd (30 -0), and 4th (42 -0), respectively.

.

reconstruction: position and energy reconstruction and particle identification (PID). Figure 4
presents an example of an event obtained during this operation, which is a Type � c0 event discussed
in Section 5.2.

– 5 –

→Longitudinal developments  
    - Energy measurement  
    - Particle identification (EM or Hadronic)

→Lateral distributions  
    - Impact position determination 
    - Identification of multi-particle incidence
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Figure 4.18: Measured L90% distributions and template-fitting results in four energy
ranges of the Arm1 20 mm calorimeter. Black points represent the measured data,
while the green histograms are the results of the template fitting. Each of photon
and hadron contribution is shown as filled the red and the blue areas, respectively.
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Figure 3.24: Neutrons energy resolution as a function of energy.
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Figure 18. Position resolution of the GSO-bar hodoscope layers depending on the incident electron beam
energies. Black and white markers represent data and simulation results, respectively. Events within a
2(4) mm square around the center of the calorimeter were selected for the 20(40) mm calorimeter tower.

dependence of the calorimeter was reduced below the level of 1% after using the correction maps
generated from MC simulations. The linearity of the detector response to the beam energy has been
measured to be better than 0.5% for both Arm1 and Arm2 in the energy range between 100 and
250 GeV. After the calibration, we confirm that the detectors meet all the requirements of the LHCf
experiment for proton-proton collisions at 13 TeV.
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Figure 12. Energy dependence of the energy resolution of the Arm1 detector for data (filled circles) and MC
(open circles, shifted horizontally by 5 GeV). The events in a 4(8) mm ⇥ 4(8) mm square around the center
of the 20(40) mm calorimeter tower were selected.
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Figure 13. Energy dependence of the energy resolution of the Arm2 detector for data (filled circles) and
MC (open circles, shifted horizontally by 5 GeV). The events in a 5(10) mm ⇥ 5(10) mm square around the
center of the 25(32) mm calorimeter tower were selected.

The correction was tested by checking the position dependence of S for each calorimeter. Data
with 150 and 200 GeV electron beams were used for this study of Arm1 and Arm2, respectively.
The uniformity of calorimeter responses before and after correction is demonstrated in figure 14
and 15 for Arm1 and Arm2, respectively.
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RHICf operation
Successfully completed in June 2021 

p+p, √s=510GeV, radial polarization.  
3 days operation with low luminosity (L=1031cm-2s-1) 
Joint operation with STAR 
3 detector positions 

14

Run 17 operation 
• June 24 t 27 physics data acquisition 

• E* = 8m, radial polarization 
• 27.7 hours, a110M events, a700 nb-1

• 3 detector positions: TL center / TS center / Top position 

TL center TS centerTopTS center

Beam Center 

September 10, 2020 8
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Comparison of TS map with TL fitting results.

The fitting result by 2D-Gaussian describes 
the TS hit-map well but not perfectly.  
Note) No reason for the Gaussian shape of hadronic 
shower events, especially, in high-pT region.    

Hit map  
of neutrons (>150GeV)

Estimated beam center
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RHICf Trigger 
3 trigger modes 

Shower trigger    (γ,n)    6-30 kHz  
High EM trigger  (γ > 100 GeV)  ~ 1 kHz 
π0 trigger (π0)   ~ 200 Hz

15

Time (EDT)
Jun-24 12:00 Jun-25 00:00 Jun-25 12:00 Jun-26 00:00 Jun-26 12:00 Jun-27 00:00

Tr
ig

ge
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z]

0

500

1000

1500
Total Shower 0/ High EMRHICf Run17 510GeV p+p

Fill 21142 Fill 21148 Fill 21149 Fill 21150Fill 21145

⇒ 1 kHz readout,  100 M events in Run17 
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π0 measurement 
Not only physics but also for calibration and performance studies.  
Reconstruct π0 kinematics, energy, Pt, Mass, from a photon pair 
from a π0 decay 
Two event types 
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Physics results  
from RHICf (LHCf)
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Physics in RHICf

18

p

p

Sp Published preliminary results of  
Spin asymmetry (AN) for π0 

AN =
N" �N#
N" +N#

Spin asymmetry measurement  

→ Goto-san’s talk
p T

(G
eV
/c
)

Cross-section measurement  

LHCf@140mRHICf@18m

pT coverage: < 1/2 √s sinθ
LHC √s=7TeV 
RHIC √s =510GeV

✓Measurement of √s dependency (=Energy scaling)  
with the wide pT range equivalent to LHCf,√s=7TeV 
→ Improve the prediction power of models  
     in the wide energy rage.



Operations and Results
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Run Elab (eV) Photon Neutron π0

p-p √s=0.9TeV 
(2009/2010) 4.3x1014 PLB 715, 298 

(2012) -

p-p √s=2.76TeV 
(2013)

4.1x1015 PRC 86, 065209 
(2014) PRD 94   

032007 
(2016)p-p √s=7TeV 

(2010)
2.6x1016 PLB 703, 128 

(2011)
PLB 750 
360 (2015)

PRD 86, 092001 
(2012)

p-p √s=13TeV 
(2015)

9.0x1016 PLB 780, 233 
(2018)

JHEP 2018, 73 (2018) 
JHEP 2020, 016 (2020)

preliminary 
 

p-Pb √sNN=5TeV 
(2013,2016) 1.4x1016 PRC 86, 065209 

(2014)

p-Pb √sNN=8TeV 
(2016)

3.6x1016 Preliminary

RHICf  
p-p √s=510GeV 

(2017)
1.4x1014 On-going Spin Asymmetry  

PRL 124 252501 (2021)
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Figure 4: Comparison of the photon spectra obtained from the experimental data and MC
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MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.
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QGSJET II-04
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QGSJET II-04

EPOS-LHC

EPOS-LHC  Good agreement in < 3,4 TeV of both high/low-η 
QGSJET II-04 Very nice overall agreement in the high-η  
                       Softer in the low-η 
SIBYLL 2.3    Very nice overall agreement in the high-η  
                       Harder in the low-η
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Figure 4: Unfolded neutrons energy spectra for p-p collisions at
p
s = 13 TeV measured by

the LHCf Arm2 detector. Black markers are experimental data with statistical uncertainty,

whereas gray bands represent the quadrature sum of statistical and systematic uncertainty.

Histograms refer to models spectra at the generator level. Top are energy distributions ex-

pressed as d�n/dE and bottom are the ratios of these distributions to the experimental data.

8.99, respectively. In particular, they are compatible with data in the region

between 1.5 and 2 TeV, where neutron production is maximum, but they are

softer or harder otherwise. The other models underestimate (QGSJET II-04)

or overestimate (DPMJET 3.06, PYTHIA 8.212) the di↵erential cross section395

in all the energy range.

The general trend of experimental data is similar to what observed at
p
s= 7 TeV

[13]. Direct comparison of models can not be done because the version used here

is di↵erent respect to the one employed in [13]: in particular, QGSJET II-04,

EPOS-LHC and SIBYLL 2.3 were tuned using LHC Run I results. Comparing400

the pre-LHC and post-LHC version of SIBYLL, we can observe a significant

increase of the neutron production in all the pseudorapidity regions, fact that

improves the agreement of the model with experimental measurements. Di↵er-

ently, QGSJET and EPOS are not a↵ected by relevant changes. Whereas no

strong variation is found also in PYTHIA, DPMJET exhibits a very di↵erent405

neutron production in the two cases. Because no significant changes in di↵er-

ential cross section are expected between
p
s= 7 and 13 TeV, this variation is

18

• In η > 10.76, data shows a strong increasing of neutron production in the 
high energy region. This behavior is not predicted by all models. 

• EPOS-LHC and SIBYLL 2.3 have the best agreement in 8.99 < η < 9.22, 
8.81 < η < 8.99, respectively.
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Figure 4: Unfolded neutrons energy spectra for p-p collisions at
p
s = 13 TeV measured by

the LHCf Arm2 detector. Black markers are experimental data with statistical uncertainty,

whereas gray bands represent the quadrature sum of statistical and systematic uncertainty.

Histograms refer to models spectra at the generator level. Top are energy distributions ex-

pressed as d�n/dE and bottom are the ratios of these distributions to the experimental data.

8.99, respectively. In particular, they are compatible with data in the region

between 1.5 and 2 TeV, where neutron production is maximum, but they are

softer or harder otherwise. The other models underestimate (QGSJET II-04)

or overestimate (DPMJET 3.06, PYTHIA 8.212) the di↵erential cross section395

in all the energy range.

The general trend of experimental data is similar to what observed at
p
s= 7 TeV

[13]. Direct comparison of models can not be done because the version used here

is di↵erent respect to the one employed in [13]: in particular, QGSJET II-04,

EPOS-LHC and SIBYLL 2.3 were tuned using LHC Run I results. Comparing400

the pre-LHC and post-LHC version of SIBYLL, we can observe a significant

increase of the neutron production in all the pseudorapidity regions, fact that

improves the agreement of the model with experimental measurements. Di↵er-

ently, QGSJET and EPOS are not a↵ected by relevant changes. Whereas no

strong variation is found also in PYTHIA, DPMJET exhibits a very di↵erent405

neutron production in the two cases. Because no significant changes in di↵er-

ential cross section are expected between
p
s= 7 and 13 TeV, this variation is
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• In η > 10.76, data shows a strong increasing of neutron production in the 
high energy region. This behavior is not predicted by all models. 

• EPOS-LHC and SIBYLL 2.3 have the best agreement in 8.99 < η < 9.22, 
8.81 < η < 8.99, respectively.
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200GeVҎԼͷΤωϧΪʔཅࢠ -ཅࢠিಥʹ͓͚Δલํੜதੑࢠͷඍࢄཚஅ໘ੵΤωϧΪʔ
ʹΑͬͯεέʔϦϯά͍ͯ͠Δ͜ͱ͕Θ͔Δ [15]ɻ

LHCf࣮ݧͰ LHCf
√

s = 7TeVཅࢠ -ཅࢠিಥʹ͓͚Δલํੜதੑࢠσʔλ [16]ʹ͍ͭͯϑΝΠ
ϯϚϯεέʔϦϯάͷߦ͕ূݕΘΕͨ [17]ɻpT < 0.11xF [GeV / c]ͷྖҬͰ LHCfͷଌఆͱ PHENIX
√

s = 200 GeVཅࢠ - ཅࢠিಥ࣮ݧͷ݁Ռͱൺֱͨ͠ͷΛਤ 1.5ʹࣔ͢ɻਤ 1.5 ਤ 1.4ͱಉ༷ʹԣ࣠
ʹ xFɺॎ࣠ʹஅ໘ੵΛࣔ͢ɻਤதͰ LHCf࣮ݧσʔλͷ () PHENIX࣮ݧͷ (࣮ઢ)ͱൺ
ֱͯ͠εϖΫτϧͷϐʔΫ͕ΤωϧΪʔଆʹભҠ͍ͯ͠ΔΑ͏ʹ͑ݟΔ͜ͱ͔ΒɺϑΝΠϯϚϯεέʔ

ϦϯάͷഁΕΛࣔࠦ͢Δɻ͔ࠩ͠͠ޡΛྀ݁ͨ͠ߟՌɺͦͷഁΕ͕༗ҙͰ͋Δͱ໌͞ݴΕ͍ͯͳ͍ɻԾ

ʹ
√

s = 7TeVཅࢠ - ཅࢠিಥͰϑΝΠϯϚϯεέʔϦϯά͕ഁΕ͍ͯΔͱ͢ΔͱɺΑΓ͍ߴΤωϧΪʔ
ͰεέʔϦϯά͕ഁΕ͍ͯΔՄੑ͕͍ߴɻͦ͜ͰɺLHCՃثͰ࣮ݱՄͳ࠷େͷΤωϧΪʔͰ͋
Δ
√

s = 13TeVͰཅࢠ -ཅࢠিಥΛ͍ߦɺલํʹ͓͚Δதੑࢠͷஅ໘ੵΛଌఆ͢Δ͜ͱͰɺϑΝΠϯϚ

Forward neutrons  
@ RHIC, ISR

The peaked spectra  
are explained by  
a one-pion exchange  
model.

pT < 0.11 XF

pT < 0.28 XF 
@ η>10.76, 13TeV

⇔

Detailed comparison  
is needed

PRD 88 032006 (2013)
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Increase statistics of high-XF π0 

Measurement of strange hadrons at 0 degree
K0s → 2π0 → 4γ (B.R. 30.7%)
Λ → n+π0→ n+2γ (B.R. 35.9%) 
 

p + A collisions
A-dependence of A

• Strong A-dependence of Neutron by PHENIX 
(Pays. Rev. Lett 120, 022001 (2018)) 

• A-depedence of very forward π0

p + light ion collisions for Cosmic-rays
• Ideal condition for CR-Air interaction studies
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Kaons in air showers

26

Muon excess issue
 If higher Kaon production in high energy 
→ increase the muon number on the ground. 
        A high energy π0 decays immediately →EM component,    
        A high energy K0 collides air before its decay→ Hadronic component 
Large K/π ratio in QGP

Impact on atmospheric ν flux (next page)

π0

γ
K0

π+ K+

µ, νµ (BR=64%)
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FIG. 4.3. Contribution from decays of various particles to the atmospheric µ+ + µ� (top left), ⌫µ + ⌫̄µ (top right), ⌫e + ⌫̄e
(bottom left) and ⌫⌧ + ⌫̄⌧ (bottom right) flux in Sibyll-2.3c and H3a primary model at ✓ = 60�.

several PeV and depends on the choice of models and
the zenith angle. Further sources of high energy muons
that are not included in our calculation are the photo-
production of muon pairs, which is suppressed by 10�4

wrt. the pair production cross section �e+e� [75], and the
nuclear interactions of muons. While the muon pair pro-
duction can significantly contribute to inclusive fluxes at
very high (PeV) energies, the nuclear interactions are
only important for the low energy tail of muon bundles
in air showers.

At E & 100 GeV the main source of muon neutrinos
(upper right panel) are semi-leptonic and 3-body decays
of charged kaons, see e.g. [61] for a more detailed discus-
sion of relevant channels. Pion and muon decays domi-
nate below this energy. Prompt neutrinos originate from
decays of charged and neutral D-mesons, where the fluxes
from D± are a factor of three higher. Since pions do
not decay into electron neutrinos (lower left panel), those
come mostly from decays of neutral and charged kaons.
At energies below 100 GeV and for near-horizontal zenith

angles the dominant fraction of electron neutrinos is from
muon decays, resulting in a strong association with the
muon flux. In turn, this means that the precision of the
electron neutrino prediction for a few to several tens of
GeV is linked to the modeling of pion production and
muon energy loss and, to a lesser extent, to kaon produc-
tion.

Atmospheric tau neutrinos (lower right panel) are rare
[35], but we can discuss their flux for completeness. The
dominant production channel of tau neutrinos is the de-
cay of D+

s ! ⌧+ + ⌫⌧ , where the subsequent decay of
⌧ ! ⌫⌧ + X is more e�cient in producing a forward tau
neutrino, than the decay of the meson. Therefore most
of the tau neutrino flux comes from the decay of the tau
lepton itself (black and blue line in lower right panel in
Fig. 4.3).

Other sources of atmospheric leptons that are not
taken into account in our calculation are B-hadrons.
Their contribution to the prompt flux can be of the order
of 10% [64, 72].
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Atmospheric νµ flux

Kaon

Hot topics: Astro-neutrino detection by IceCube
large uncertainty on background estimation of Atm. ν
Kaons are dominant source of νμ in Eν <~ 1015eV 
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K0s and Λ measurement by RHICf II
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4 γ for K0s and  n+2γ  
for Λ detection simultaneously

Geometrical accettante 

Dknp����+z���

�� nplj�npU^���������

ミューオン過剰問題への寄与をあきらかにすることである。 
 高エネルギー衝突を実現する衝突型加速器では、前方方向領域の粒子測定は検出器がビー
ムパイプと干渉するため難しく、多くの実験データがある中心領域と比べてほとんど実験デ
ータがない。その中で我々はLHC加速器、RHIC加速器での最前方０度方向測定を成功させ
てきた。本研究による前方領域のストレンジメソンの生成断面積測定は、これまでのLHCf
測定では得られていない新しいものであり、世界で初めての測定となる。この測定結果は、
データベースとして将来に渡って非摂動QCD研究のための基礎データとなる。また後述す
るように高エネルギー衝突で生成されたK中間子が崩壊して生成されるニュートリノはさま
ざまなニュートリノ実験となっており、相互作用研究を通した新たな研究の連携を創造する。 

（３）本研究期間内であきらかにすること : 
研究目的を達成するために研究期間内では次の３つを実施する。 
① LHC加速器の最前方領域に設置されるLHCf検出器を用いて、ストレンジクォークを含
む３つの粒子、η、K0s、Λの微分生成断面積（エネルギースペクトル）を測定する。 

② ３つ測定結果を用いてハドロン相互作用モデルの検証を行い、前方領域のストレンジ
メソン生成メカニズムの理解を進める。 

③ 得られた結果から構築したモデルを用いて宇宙線空気シャワーシミュレーションを行
い、ミューオン過剰問題への寄与を明らかにする。 

下記には、それぞれの研究方法を説明する。 
 衝突点での陽子-陽子衝突で生成された高
エネルギーのη、K0s、Λの全部もしくは一
部はビームパイプ内を進行中に崩壊する。崩
壊で生成された粒子が電荷をもたない光子や
中性子の場合にはビームパイプ中の磁場で曲
げられることなく前方方向に飛ぶ。LHC-
ATLAS衝突点のビーム方向140m先に小型の
サンプリングカロリーメータ型検出器を設置
し、崩壊によってできた中性粒子を同時に検出する。図2に示すようにη、K0s、Λはそれぞ
れ中性粒子のみを生成する崩壊モードを持っており、LHCf検出器で測定された光子と中性
子のエネルギーと入射位置から親粒子の種類やエネルギーを再構成することができる。 
 これまでにもLHCf実験では陽子-陽子衝突の測定を行ってきた。しかし、これらの粒子測
定では崩壊による複数粒子を同時に検出する必要があるために検出効率が非常に低く、測定
には最低でもこれまでのデータの10倍の統計量が必要となる。そこで現在長期シャットダウ
ン中のLHCが再稼働を開始する2021年にLHCf実験による陽子-陽子測定を行う。この測定
計画はすでにLHCの運営委員会によって承認されている。 
 LHCfは国際共同研究であり、名大を中心とした日本グループとイタリア原子核物理研究
所（INFN）フィレンツェを中心としたイタリアグループが主要メンバーとなっている。こ
のメンバーが協力して本実験を行っていく。図3は本研究の組織体制を示す。LHCf測定を実
施するビーム条件は、LHC加速器の通常とは大きく異なるため、測定は1週間弱のスペシャ
ルランとして実施される。ビームセットアップなどの除くと実際の測定時間は1日半程度で
ある。与えられた非常に短いビームタイム内で確実に成功させるために入念な準備が必要と
なる。2021年の測定では、過去の測定よりも10倍高いビーム強度で測定を実施する。デー
タ読み出しシステムの高速化、トリガーの最適化を実施することで、これまでの20倍の統
計のデータ取得を実現する。 
 2020年度は、η、K0s、Λおよびリファレンスとなるπ0を効率的に取得するためのトリガ
ーロジックを開発し、既存のFPGAトリガーボードに実装する（毛受、大学院生1名）。新
トリガーシステムとイタリアグループが開発中の新読み出しシステムの統合試験をINFNフ
ィレンツェで行う。試験後は検出器や読み出しシステムをCERN研究所に運び、2021年の測

η

K0s

Λ

⌘ ! 2 �

K0
s ! 2 ⇡0 ! 4 �

⇤ ! n+ ⇡0 ! n+ 2 �

LHCf 
検出器 ATLAS-ZDC

ATLAS中心検出器

140m (衝突点両側に設置)

7TeV陽子 7TeV陽子

A��� K�$%'#%(�,��_JU^�-� 

New topics at RHICf-II 
• Large acceptance detector 
• 8cm x 18cm 
• For more particles: K0

S and /

• K0
S o 2S0 o 4J (B.R. 30.7%) 
• 0.2 K0

S /sec = 104 K0
Ss in 14 hours operation 

• / o n + S0 o n + 2J (B.R. 35.9%) 
• 12 / /sec = 105 /s in 2.5 hours operation 

• Geometric acceptance of S0, K0
S and /

September 10, 2020 13

New topics at RHICf-II 
• K0

S for studying impact on the high-energy 
atmospheric neutrino flux 
• Differences in p+p collisions at 200 GeV between 

models: EPOSLHC (magenta), QGSJET II-4 (blue), 
SIBYLL 2.3 (green) 

September 10, 2020 14

Model predictions 

• Wide acceptance  
• Fine segmentation RHICf 👍
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Joint analyses with STAR

Various physics cases with STAR detectors 
Diffractive collisions measurement  

• Pure diffractive sample obtained with a selection of Nch=0 in the 
central region. 

Probing Multi-parton interactions (MIPs)  
• Correlation analysis between forward spectra (remnant) and Nch in 

the central region (#MPIs)  
p-π collision measurement  
via one-pion-exchange process 

29

+

p

p

n

π*
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Summary
RHICf measurement is very important for 
cosmic-ray physics too. 

Energy scaling of forward particle production by 
comparing with LHCf data. 

RHICf I operation was completed in June 2017 
Analyses are on-going  
Extend physics by joint analyses with STAR 

Future RHICf II operation can address the 
forward particle productions of strange hadrons, 
K0s and Λ. 
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Figure 5.10: Measured photon energy flow after the correction for ine�ciency of
the low energy photons and corresponding MC predictions in p–p

p
s=13 TeV. MC

predictions are shown in colored lines, while measured data at each ⌘ region are shown
in black points. Measured energy flows are plotted with the estimated systematic and
statistical errors. In the region of ⌘ >10.94, �⌘ is assumed as �⌘ =13-10.94.

results by 5–8 %. No models are consistent with the measured data at the highest

⌘ bin, 13 > ⌘ > 10.94. The measured data results indicate that the photon energy

flow by QGSJETII-04 is smaller in all measured ⌘ regions. The lack of the photon

energy flow of QGSJETII-04 is a level of 30 %. The corrected results and the model

predictions are summarized in Tab. 5.3.

5.3 Discussion

In this chapter, we summarize the obtained results of the very-forward photon pro-

duction in terms of the energy spectrum and the energy flow measurement and the

corresponding model predictions. Since the agreement of the results obtained with

the Arm1 and the Arm2 detectors has been already confirmed in Sec.4.6.1, the dis-

cussion here is built on the obtained results of the wide ⌘ acceptance calculated with

the Arm1 detector in this chapter. In order to consider the impact of this work

110

dE

d⌘
= Cthr

1

�⌘

X

Ej>200GeV

EjF (Ej)

Energy Flow Calculation:

F(Ej) : Measured differential cross-section 
Δη    : The pseudo-rapidity range 
Cthr    : Correction factor for the threshold  
           200 GeV→ 0 GeV.  

Ref: Y. Makino CERN-THESIS-2017-049

ALICE FoCal
CMS CASTOR

EPOS-LHC, SIBYLL2.3   
             Good agreement  
QGSJET II-04                   
             ~ 30% lower than data
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π0 pT spectra at pp,7TeV
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4.5. Correction factors 93
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Figure 4.12: Template fits relative to three energy bins on pseudorapidity region
0: from the top to the bottom, the first one, a medium one and the last one. The
binning of the L2D scale was defined according to the expected statistics in each
energy bin. QGSJET II-04 hadrons (blue) and photons (red) distributions were
fitted to experimental data (black). The result of the fit is shown in green.

Analysis
• Particle Identification 

    EM shower → develop in shallow layers  
    Hadronic showers → develop in deep layers  

• Energy resolution of 40%  
• Contamination of Δ0, K0 

L2D (PID estimator) Distribution
5.25 TeV< En < 5.5 TeV 

Motivation
• Inelasticity measurement kinela  

  kinela = 1 - Eleading/Ebeam  
• Large discrepancies between data and model prediction  

were found in the measurement at p-p, √s=7TeV   

Neutron, p-p √s=13TeV

Data
• 3 hour operation in June 2015 
• Low pile-up, µ~0.01   
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Monte Carlo study of diffraction in proton-proton collisions

at
p
s = 13 TeV with the very forward detector

Qi-Dong Zhou, Yoshitaka Itow, Takashi Sako, Hiroaki Menjo

Nagoya University
zhouqidong@isee.nagoya-u.ac.jp

Abstract

Diffractive and non-diffractive collisions are totally different hadronic interaction processes, the diffractive processes are hardly predicted theoretically. This leads to the significant differences in the treatments of diffraction in the hadronic
interaction model. Due to the very forward detector has unique sensitivity to the diffractive processes, it can be a powerful detector for the detection of diffractive dissociation by combining with the central detector. Central detector can give the
information to help the forward detector to identify diffractive and non-diffractive events, especially, for the low mass diffractions which are not measured precisely.

Introduction

The inelastic hadronic collisions are usually classified into soft processes and hard processes, according
to the characteristics of the energy scales of hadron size and the momentum transfer – t. Most parts
of the hard processes can be treated within the theoretical framework, based on the perturbative
quantum chromodynamics (QCD) due to the large – t. However, it is inadequate to describe the soft
processes such as diffractive dissociations. Instead, a phenomenology of soft hadronic processes
was employed to describe these processes at high energies, based on the Regge theory. Therefore,
it is extremely important to constrain the phenomenological parameters based on the measurement
data for correct understanding of various diffractive processes and their accurate contribution to the
total inelastic collisions.

Diffractive dissociation

In high energy proton-proton interactions, the Regge theory describes diffractive processes as the
t-channel reactions, which is dominated by the exchange of an enigmatic object with vacuum quan-
tum numbers so called Pomeron. There is an operational characteristic of diffractive interactions,
which is a large angle separation between the final state systems so called rapidity gap �⌘. The �⌘
size and the location of them in the pseudorapidity phase-space can be used to determine the type
of the diffractions. In the SD case, it has been known that the relationship between the observable
�⌘ size and ⇠X is �⌘ ' �ln(⇠X). where ⇠X = M2

X/s. It is known that the �⌘ size and inelasticity
has relationship as Kinel ' exp(��⌘) [1]. The impact of the cross section of SD to the Air shower
average Xmax was studied in [1] as shown in Fig. 1.

Figure 1: The left pad illustrates the single-diffraction with the pomeron exchanged in a proton-proton collision. MX is
the invariant masses of the dissociated systems X. The right pad shows the average Xmax for the default QGSJET-II-04
model (solid), option SD+ (dashed), and option SD- (dot-dashed) [1].

Diffractive and non-diffractive contributions to the LHCf photon

spectra

Figure 2: The LHCf detectors and their location.

In this analysis, all the events of each simulation samples are classified to non-diffractive and diffrac-
tive collisions by using MC flags. The simulated LHCf photon spectra are shown in the right pads of
Fig. 3 for fiducial area, |⌘| >10.94. Clearly, the non-diffraction and diffraction implemented in each
model are very different, especially, the diffractive contribution of PYTHIA8212DL has a big excess
at the large energies. This leads to the big discrepancy between PYTHIA8212 and data, which are
shown in the left pad of Fig. 3 .
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Figure 3: The LHCf photon spectra in pp collisions at
p
s = 13 TeV. The photon spectrum at ⌘ > 10.94 are shown by

comparing with hadronic interaction models. The diffractive contribution of EPOS-LHC, QGSJET-II-04, SYBILL 2.3 and
PYTHIA 8212DL are shown.

Identification of diffraction with ATLAS track information

Criteria of diffraction selection

Treatments Ntrack=0 Ntrack 1 Ntrack 2 Ntrack 5

Efficiency(✏) 0.493 0.556 0.619 0.691
Purity(p) 0.995 0.991 0.982 0.950

Table 1: The efficiency and purity of diffraction selection
with different ATLAS veto selection conditions.

The identification of diffraction requires
large rapidity gap, consequently small
number of particles is expected in the
central detector, for instance, the ATLAS
detector. Basic idea in this analysis is if
an event has a small Ntrack, it is more
likely a diffractive event. In the other

words, existence of charged tracks in the ATLAS rapidity range is used to veto non-diffrative events.
It is assumed that the ATLAS detector can count the number of charged particle tracks, Ntrack, with
pT >100 MeV at |⌘| < 2.5. Performance of ATLAS-veto event selection were studied for different
criteria as listed in Table 1. According to MC true flags, events can be classified as non-diffraction
(ND), CD, SD and DD. By applying the ATLAS-veto selection to each event, the selection efficiency
(✏) and purity (p) of diffractive event selection are defined as

✏ =
(NND +NCD +NSD +NDD)ATLAS veto

NCD +NSD +NDD
(1)

p =
(NCD +NSD +NDD)ATLAS veto

(NND +NCD +NSD +NDD)ATLAS veto
. (2)

where NND,CD,SD,DD means number of event in each event category. The suffix ATLAS veto means
number of event after applying the ATLAS-veto event selection. Consequently,
• no charged particle (Ntrack=0) in the kinematic range |⌘| <2.5 and pT >100 MeV,

is adopted as ATLAS-veto selection condition.

The performance of ATLAS-veto selection

To evaluate the performance of the ATLAS-veto selection based on the LHCf spectra, the LHCf
spectra were classified to non-diffractive-like and diffractive-like according to ATLAS-veto selec-
tion. The accurate performances of the selection were evaluated by adapting the Eq.1 and Eq.2 to
the LHCf photon spectrum.
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Figure 4: The efficiency and purity of diffraction selection by using ATLAS veto technique correspond to up and down
pads on the figure of right side. The efficiency is the ratio of histogram of ATLAS veto to diffraction in the left pads, and
the purity is calculated by dividing the histogram of diffraction@veto to ATLAS veto in the left pads.

Low-mass diffraction

According to QGSJET-II-04 simulation predictions, most of the LHCf detected events survived from
the ATLAS-veto selection are from the low-mass diffraction as shown in Fig. 5. In particular, all
the LHCf detected low-mass diffractive events at log10(⇠x) < -5.5 survived from the ATLAS-veto
selection. Therefore, the forward detector combine with central detector can give a constraint to the
treatment of low-mass diffraction implemented in the MC simulation models.

Figure 5: The SD (pp ! pX ;
blue) cross section as a func-
tion of log10⇠X predicted by us-
ing QGSJET-II-04 MC samples.
Which is compared with the
SD cross section after applying
the ATLAS-veto selection (red).
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Conclusions

• The non-diffraction and diffraction have different contribution in the very forward regions, while
the hadronic interaction models also show big discrepancies with each other.

• The veto selection by using central information is an effective way to identify the diffractive events
and classify the forward productions to non-diffraction and diffraction.

• The very forward detector combined with central information give an unique chance to constrain
the differential cross sections of low-mass diffractions.
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DPMJET	and	Pythia	overestimate	over	all	E-pT	range	

PRD	94	(2016)	032007

π0 pZ (~E) spectra at p+p,7TeV
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Measurement of contributions of diffractive processes  
to forward photon spectra in pp collisions at √s = 13 TeV 
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ATLAS-CONF-2017-075Ratio (Nch=0/Inclusive)
η > 10.94 8.81 < η < 8.99

• At η>10.94, the ratio of data increased from 0.15 to 0.4. 
with increasing of the photon energy up to 4TeV.

• PYTHIA8212DL predicts higher fraction at higher energies.
• SIBYLL2.3 show small fraction compare with data at η>10.94.
• At 8.81 < η < 8.99, the ratio of data keep almost constant as 0.17.
• EPOS-LHC and PYTHIA8212DL show good agreement with data at  8.81 < η < 8.99.



Update plan of the joint analysis 
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