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Overview of Intermediate Silicon Tracker (INTT)
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Barrels Configuration in sPHENIX Geant

z
Z (in)

DoorX
(horizontal)

INTT Barrels 

Configuration 

in sPHENIX
10.262 
cm 9.680 cm

7.732 cm

7.188 cmLayer Total 
Ladders

B0L0 12
B0L1 12

B1L0 16
B1L1 16

Total 56



Overview of Intermediate Silicon Tracker (INTT)

Ladder Mass Production : done ( March 15, 2022): 120 ladders, 56 needed

Stave: Carbon-Fiber-Support

Silicon Strip Sensor: 
• Very fine pitch (9.984/128 = 78 μm in f), 

for good spatial resolution
• High efficiency (>99%) and low noise 

for excellent tracking
• Excellent time resolution [-20 ns, 60 ns],

for no pileup 
• Thin-sensor/low mass, 320 μm (~0.34% X0), 

for less multiple scattering

Detector Requirements

HDI-NHDI-S Sensor-A Sensor-BSensor-ASensor-B

chipschips

46 cm
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Status and Highlights: INTT Construction 
INTT Construction : done September 15, 2022

Working Channels > 
99.9%

West 
Barrels

East 
Barrels

Inner Carbon-Fiber (CFC) 
Supports

Silicon Strip Layers Mounted on CFC 
Support

CFC Outer 
Service: used to 
insert INTT into 
TPCSilicon 

ladders

Bias 
Cables

Temperature     
Cable

BEC
HDI



Barrel Ladder Testing
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Status and Highlights: INTT Construction 

Each ladder/barrel was surveyedà Idea Geometry for day-1 physics

Barrel ladders were fully tested one-by-one successfully: working channels > 99.9%

Cooling 
System

BNL Survey TeamRack: LV/HV/Noise 
Filters

Each ladder/barrel was surveyedà Ideal Geometry for day-1 physics



Integration of the Two INTT Halves in the Lab  

• 1. Inspect Fixture • 2. Attach to INTT

• 3. Pick up INTT • 4. Rotate Halves 
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Step 2: 
Real detector
half: 50 lbs each

October 20, 2022

Step 1: 
Equivalent weight
half: 63 lbs each

October 17, 2022

Integration of the Two INTT Halves in the Lab  
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Step 2: 
Real detector
half: 50 lbs each

October 20, 2022

Step 1: 
Equivalent weight
half: 63 lbs each

October 17, 2022

Integration of the Two INTT Halves in the Lab  

Equivalent weight half: 63 lbs each
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Step 2: 
Real detector
half: 50 lbs each

October 20, 2022

Step 1: 
Equivalent weight
half: 63 lbs each

October 17, 2022

Integration of the Two INTT Halves in the Lab  

Equivalent weight half: 63 lbs each
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Integration of the Two INTT Halves: Real Detector
Real detector
half: 50 lbs each

(1) (2) (3)

(4)

The INTT two halves closed 
successfully 



INTT Readout System Upgrade
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FVTX Readout Chain

ROC

FVTX
Silicon Module

ROC

FEM-
IB

PC

FEM DCM-II

Slow control

datadata
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Readout Card
Front End Module Data Collection Module-II

FEM-Interface Board

data
SEB

Slow control

Silicon Sensor
FPHX Chip

ROC

FEM
FEM-IB

PC

Photo by Kazuma Fujiki



INTT-Felix Readout Chain

ROC

INTT
Silicon Module

ROC

EBDC

Felix
data
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Readout Card

DAM* kernel driver
GL1

DAQ overview

3

Rack Room
On Detector Rack Room

DCMDCMDCMDCM2

SEB

SEB

Buffer Box

Buffer Box

Buffer Box

Buffer Box

Buffer Box

DCMDCMDCMDCM2

DCMDCMDCMDCM2

DCMDCMDCMFEM

DCMDCMDCMFEM

DCMDCMDCMFEM SEB

EBDCFELIX

EBDCFELIX

EBDCFELIX
Buffer Box

DCMDCMDCMFEE

DCMDCMDCMFEE

DCMDCMDCMFEE

To
HPSS 
(Computing 
Center)

100+ Gigabit
Crossbar
Switch

FEM/FEE: Front-End Module / Electronics

DCM2  - Data collection Module (v2)
FELIX  - ATLAS-developed readout card
SEB     - SubEvent Buffer
EBDC   - Event Buffer and Data Compressor

FELIX

data
Slow control

OS: Debian

GTM

Felix is the readout card developed by ATLAS group,  
which allows stream readout. MVTX, INTT, and TPC are 
to be readout by Felix in sPHENIX.



Load Map of Felix Development
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EBDC

Felix
data HD

DAM* kernel driver

FELIX

Slow control

ROC
• Single Felix
• Single ROC
• Single Ladder
• In house custom DAQ runs on EBDC
• Save data in Hard disk in custom format

GTM



Consistency Between Two Readout Systems
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Comparison by Genki Nukazuka



Load Map of Felix Development
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EBDC

Felix
data HD

DAM* kernel driver

FELIX

Slow control

ROC
• Single Felix
• Single ROC
• Multiple Ladder
• In house custom DAQ runs on EBDC
• Save data in Hard disk in custom format

GTM



7-ladder Calibration

B1L000S

B1L100S

B0L000S

B0L100S

B1L101S

B0L101S

B1L001S

The inner layer of 
the inner barrel

The outer layer of 
the inner barrel

The outer layer of 
the outer barrel

The inner layer of the outer barrelFelix Readout: 1 ROC

Courtesy of Genki Nukazuka
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Load Map of Felix Development
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• Single Felix
• Double ROCs
• Multiple Ladder
• In house custom DAQ runs on EBDC
• Save data in Hard disk in custom format

EBDC

Felix
data HD

DAM* kernel driver

Slow control

ROC
ROC

GTM

Where we are now



Load Map of Felix Development
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• Double Felix
• Double ROCs
• Multiple Ladder
• In house custom DAQ runs on EBDC
• Save data in Hard disk in custom format

EBDC

Felix
data HD

DAM* kernel driver

Slow control

ROC
ROC

GTM

EBDC

Felix
data HD

DAM* kernel driver

Slow control

ROC
ROC



Load Map of Felix Development
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EBDC

Felix
data

DAM* kernel driver

Slow control

DAQ-PC

DAQ overview

3

Rack Room
On Detector Rack Room

DCMDCMDCMDCM2

SEB

SEB

Buffer Box

Buffer Box

Buffer Box

Buffer Box

Buffer Box

DCMDCMDCMDCM2

DCMDCMDCMDCM2

DCMDCMDCMFEM

DCMDCMDCMFEM

DCMDCMDCMFEM SEB

EBDCFELIX

EBDCFELIX

EBDCFELIX
Buffer Box

DCMDCMDCMFEE

DCMDCMDCMFEE

DCMDCMDCMFEE

To
HPSS 
(Computing 
Center)

100+ Gigabit
Crossbar
Switch

FEM/FEE: Front-End Module / Electronics

DCM2  - Data collection Module (v2)
FELIX  - ATLAS-developed readout card
SEB     - SubEvent Buffer
EBDC   - Event Buffer and Data Compressor

Slow control

ROC

rcdaq : sPHENIX DAQ system

Database

ROC

GTM

x 8

data decorder

summary and next step
• I have explained specification design and development 
status at present.

• I do not handle FELIX and ladder with this GUI yet. 
I attempt to implement this GUI Expert GUI

by Hikaru Imai

Cheng-Wei (NCU) & Hikaru (Rikkyo)



INTT Power System
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INTT LV Control Flow (as of now)
1008 Control Room

Ignition Gateway KepServer

Remote Access

Database Server

LV Distribution

Bias (MPOD)
1008 Rack Room

(SNMP)

(Encap Serial)

(OPC-UA)(HTTP/TCP)

(HTTP/TCP)

1008 IR

Note: All connections are 
Ethernet.

Vision GUI

INTT Power (ftp)

FPHX Power
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Mai Watanabe (NWU)

Wei-Che Tang (NCU)

Person in Charge

Wei-Che Tang (NCU)



INTT Power Control System Load map
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Protocol Communication
w/ KepServer

1008 
Channel Map GUI Person in 

Charge

Bias SNMP
△

Steve can read, 
but cannot write 

? ✕ Wei-Che

LV Distributor
(ROC, FPHX) Encap Serial ◯ ◯ △ Mai 

FPHX Power ?
◯

Steve installed 
firmware

? ✕ Wei-Che
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sPHENIX and Installation Schedule



sPHENIX Installation Status

29EOB @ sPHENIX Collaboration Meeting

EMCal Installation in 
progress

12/12/22

All 64 EMCal Sectors installed in sPHENIX
Post installation testing found 1 bad channel out of 

24,000  

Installation fixtures for 
TPOT

Detector. TPOT  installed 
12/9. Testing to follow.



sPHENIX Magnet Mapping Complete
• We performed multiple 

successful maps to full field 
and recorded a baseline full 
field map, a finer granularity 
map and a 50% field map.

• The measured field matched 
the simulation prediction to 
high accuracy. 

12/12/22 sPHENIX Collaboration Meeting 30

CERN Team in front of sPHENIX detector w/ 
magnet mapper installed

B-Field at TPC location = 1.4T



Other I&F Highlights

12/12/22 sPHENIX Collaboration Meeting 31

33/36 racks installed on carriage
VAC to all. ~25% can be 
operated. Need safety check 
prior to operation of others

SC-Magnet water-
cooled bus supplying 
5000 amps. CAD 
achievement

Cabling of OHCal/IHCal 
complete.   

Cable tray installation ongoing



The sPHENIX TPC @ SBU 
The sPHENIX TPC
• Fully instrumented w/ 

electronics
• Is gas tight and filled 

with the operating gas 
mixture Ar/CF4
• Holds voltage
• Low noise
• No water leaks
• Sees cosmic rays
• Is Awesome !

12/12/22 sPHENIX Collaboration Meeting 32



1008 Infrastructure & Facility Upgrade Status
• SC-Magnet  cooled, ramped to full field many times, mapped
• HCal Installed. Cabling complete to racks
• EMCal completely installed. Cabling begun  

• TPOT installation underway
• 33/36 instrumented racks installed in IR

• Two missing racks ready to install. 
• One rack in use at SBU
• Internal/external plumbing advanced.

• TPC testing near complete at SBU
• TPC installation in sPHENIX in Jan
• Beam pipe installed in Feb
• IRR in Feb
• Silicon detectors installed in Mar
• Trigger detectors (small) Mar-Apr
• Majority of remaining work installation/cabling/plumbing
• 3312/12/22 sPHENIX Collaboration Meeting

Top of sPHENIX Carriage platform



sPHENIX silicon detectors @ BNL: MVTX

12/12/22 sPHENIX Collaboration Meeting 34

B-field on Hall probe during ramp tests

MVTX-1 MVTX-2

MVTX installation tests ongoing at BNL

Si pixels



Tasks to Go
• Install/Cable/Plumb TPOT
• Cable/Plumb EMCal
• Install/Cable/Plumb TPC
• Complete rack installation
• Complete internal/external rack plumbing  
• Complete gas connections between Gas Mixing House  & sPHENIX detector
• Complete chiller platform. Plumb chiller lines to the detector
• Complete safety systems (smoke detection)
• Install/Bake out beam pipe
• Install/Cable/Plumb INTT
• Install/Cable/Plumb MVTX
• Install/Cable MBD                                                                                                            
• Install/Cable sEPD
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INTT Installation/Commissioning
LV/HV/Noise Filters in IR (2 racks N and S)



Schedule Baseline
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Schedule Early Completion
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39October 13-14, 2022 sPHENIX End Game Review

• Post Integration test in the Lab (Phy-lab 2-82): December/January
– After Integration of the two INTT halves in the lab, the INTT will be moved to the Si-Lab to be fully 

tested with: 
Ø Final survey of the two INTT halves (done) 
Ø Conversion cables (cable detector to ROC: 15 cm) (in progress)
Ø Simultaneous test of two ROCs with Felix readout (in progress)
Ø Cosmic-Data and offline Analysis

• Pre-installation@IR: February 2023
– Full INTT test at the sPHENIX-IR assembly hall using INTT bench test: LV/HV/DAQ rack

• Installation@IR: March 17, 2023
• Post-installation@IR: 

INTT integration in the IR:  using sPHENIX infrastructure @IR
– Installation ROCs, optical cables ROCs-IR rack
– Cooling powered
– LV/HV racks powered
– Electrical test of barrels North and South (pulse test calibration)

Installation Commissioning Plan

These tasks moved from 
commissioning in the IR to be 
done in the lab.  We developed 
infrastructure in the Si- lab (many 
thanks to Steve Boose).



INTT Team

Thank you for your contributions to the INTT Barrel construction and testing!



Backup
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The new DAQ for the Felix system
at the silicon lab.

All operations (DAQ, HV, LV) were driven in the new Felix server at the silicon lab.

Felix Readout



ladder Calibration, B1L000S
ADC

Amplitude

ch

Amplitude

#count

ch

Felix Readout


