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Commissioning without beam

1. Apply 100V bias (HV GUI). Diagnose any over current channels. 
2. Power on a ladder by ladder (LV GUIs) and apply 100V bias. Run 

the calibration. Make sure the results appears in the expected 
ladder map in the Calibration Monitor.

3. Diagnose missing channels and try to recover.
4. Random trigger noise run (random external trigger). Debug any 

large noise half ladder or channels.
5. Tune the alert range of LV/HV voltage/current control panels 

(alert features of LV/HV GUI).
6. Save dead/hot channels in the database. (Expert GUI)

Necessary Software tools 3



Calibration Monitor
• Should have a calibration results at a glance. At least the 

results of ½ barrel appears in a single page. Is it possible?
• Perhaps a calibration mode can be implemented to the 

OnlineMonitor, but #of hits/strip is not sufficient. We 
definitely need ADC vs. Amplitude 2D plots.
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Commissioning with beam
1. BCO Timing Scan (INTT Hit Yield/Event).
2. BCO Phase Scan fine tweak the timing with respect to BCO. 
3. Mis-cabling check by the geometry (Event Display)
4. Diagnose missing channels and try to recover 
5. Check yield uniformity (Online Monitor)
6. Gain matching between ladders or fine tweak noise 
7. DAC Scan at HV=100V (DAC Scan Analyzer)
8. Bias Voltage Scan (MIP/MPV Fitter)
9. DAC0 threshold optimization. S/N evaluation chip by chip.
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Timing Tune

6



Timing Tune

7

GL1

BCLK0 60?

collision

9

MBD

Buffer 
Box HPSS

FELIX

ROC
Buffer

Latency MBD



1. BCO Scan
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2. BCO Phase Scan

6.2. Hit Efficiency

Multi-layer tracking detectors require a large intrinsic hit efficiency
in each sensor, that is, a high probability that a particle of interest will
produce a measured signal when traversing an active sensor layer.
To evaluate this efficiency in the FVTX, charged particle tracks which
are identified by hits in three of the FVTX stations are projected to
the fourth station. A hit cluster in the fourth station at the projected
position is assumed to be due to the charged track, which is a good
assumption for the low occupancy pþp events used in this study.

The probability of finding a hit at the projected spot in station
2 using tracks identified by hits in stations 0, 1, and 3 is shown in
Fig. 33, as a function of the angle ϕ around the disk, using data
recorded during the 2013 RHIC pþp run. The extracted efficiencies
shown in this plot include the intrinsic efficiency of the detectors as
well as any efficiency loss due to dead channels, chips, or DAQ
channels. The peak efficiencies are above 95% indicating that the
intrinsic efficiency of the detector is quite high. The area near ϕ¼901
in the North arm has a low hit efficiency due to a broken component
on a ROC board, which prevented several wedges from being read out.
However, the overall live area during the 2013 run was greater
than 95%.

6.3. Alignment and residuals

Misalignment of the silicon wedges relative to each other and
multiple scattering of particles as they pass through the FVTX
sensor material will have a detrimental effect on the ultimate
tracking resolution of the detector. The internal detector alignment
was performed using data taken with the PHENIX magnets turned
off, so all charged particles travel in straight lines. The MILLEPEDE-
II [22] package was used to internally align all detector elements.

After detector alignment was performed, the FVTX single hit
resolution was determined with straight-line tracks found in the
FVTX, matched with tracks found in the muon spectrometer, from
pþp collisions recorded with the PHENIX magnets turned off.
These tracks typically have a total momentum p 43 GeV=c. After
finding tracks with hits in three FVTX stations, the track residual
for the fourth station is found by calculating the distance between
the track projection and the center of the nearest FVTX hit cluster
in that station. The width of this track residual distribution is
determined by the hit position resolution in each station and the
distance between tracking layers. To find the single-particle hit
position resolution for a single station, a correction is applied to
the track residuals, which was determined from linear regression
assuming a common single-particle hit position resolution in the

three stations used to find the track and a common distance
between the stations. The scaled track residuals, which represent
the single-particle hit position resolution, are shown in Fig. 34 for
the innermost tracking station in the north and south arms. The
position resolution for each of the eight stations varies between 24
and 28 μm, which is within the design parameters.

6.4. Electronic noise

The FPHX chip was designed to have a relatively low noise of
#500 electrons when wire bonded to the actual FVTX sensor (see
Section 3.2). The electronic noise in the detector is monitored
periodically using the calibration system. During calibration, groups
of 10 signal pulses of a given height are sent to an injection capacitor
at the front-end of the read-out chip, while the signal height is
scanned across the discriminator threshold. The noise level is char-
acterized by the broadening of the hit efficiency threshold as shown in
Fig. 35. A normal cumulative distribution function is used to fit the
data. The noise level is parametrized by the width, s, of the fit
function.

A histogram of the noise level for all operating channels is shown
in Fig. 36. The average electronic noise level is between 350 and 380
electrons, which is significantly lower than the nominal discriminator
threshold of #2500 electrons. This level of electronic noise is well
within design parameters of the FPHX chip and read-out system.

7. Summary and conclusion

This paper presents a comprehensive report on the design,
construction, and operation of a Forward Silicon Vertex Detector,
the FVTX, for the PHENIX experiment at RHIC. The detector
consists of four layers of silicon mini-strip sensors at forward
and backward rapidity, and enhances the capabilities of the
existing PHENIX muon arms by providing precision tracking of
charged particles before they interact in the hadron absorber. It
was first installed and operated at PHENIX prior to the 2012
RHIC run.

The detector active area covers the full azimuthal angle over the
forward rapidity range 1:2o jηjo2:2. Each individual silicon sensor is
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Fig. 32. Timing distribution of the FVTX hits relative to the RHIC beam clock.
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Fig. 33. Hit efficiency for FVTX station 2 as a function of ϕ.
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the leakage current are observed (Fig. 31). Further studies of the
evolution of the leakage current over time are underway, in order to
understand the competing effects of annealing and any reverse
annealing which may occur.

While the FVTX sensors do show the expected increase in
leakage current with the received radiation dose, the magnitude of
the increases will not require any changes in the cooling system or
bias voltage equipment over the expected life of the experiment.

6. Performance

This section presents performance benchmarks from the FVTX,
using data collected during operation at RHIC.

6.1. Timing

The distribution in time of FVTX hits is studied relative to the
RHIC collision time by comparing the hit rate at different FVTX
delay values relative to the RHIC beam clock. The timing distribu-
tion for two sectors of wedges in the south arm is shown in Fig. 32.
Most hits fall in a window !30 ns wide.

Two standard trigger timing configurations were used during
FVTX operation, as shown by the vertical lines in Fig. 32: during
relatively low trigger rate running (in heavy ion systems) hits
arriving in a time window two RHIC beam clocks (BCO) wide
(1 BCO!106 ns) are accepted. In high trigger rate pþp running, a
1 BCO-wide window is used to avoid recording accidental hits
from neighboring beam crossings (1 BCO apart).
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Fig. 27. The plateau values of the leakage current of the irradiated wedges,
measured immediately following the irradiation.
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Fig. 28. The applied bias at 90% of the plateau value of the leakage current,
measured immediately following the irradiation.
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Fig. 30. The plateau values of the leakage current of the irradiated wedges,
measured 3 weeks after the irradiation.
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Fig. 29. Leakage current as a function of the applied bias voltage for the test
wedges, measured 3 weeks after the irradiation.
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Fig. 31. The applied bias at 90% of the plateau value of the leakage current,
measured 3 weeks after the irradiation.
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On 2023/01/12 22:22, Huang, Jin wrote:

That was exactly how it was done and 
highly recommended for intt too. It took 
few hours of a special low bunch fill to 
perform this scan, shifting BCO phase 19-
20ns at a time. That appears the only way 
to set timing for the sub-bco delay
Jin
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2. BCO Phase Scan

6.2. Hit Efficiency

Multi-layer tracking detectors require a large intrinsic hit efficiency
in each sensor, that is, a high probability that a particle of interest will
produce a measured signal when traversing an active sensor layer.
To evaluate this efficiency in the FVTX, charged particle tracks which
are identified by hits in three of the FVTX stations are projected to
the fourth station. A hit cluster in the fourth station at the projected
position is assumed to be due to the charged track, which is a good
assumption for the low occupancy pþp events used in this study.

The probability of finding a hit at the projected spot in station
2 using tracks identified by hits in stations 0, 1, and 3 is shown in
Fig. 33, as a function of the angle ϕ around the disk, using data
recorded during the 2013 RHIC pþp run. The extracted efficiencies
shown in this plot include the intrinsic efficiency of the detectors as
well as any efficiency loss due to dead channels, chips, or DAQ
channels. The peak efficiencies are above 95% indicating that the
intrinsic efficiency of the detector is quite high. The area near ϕ¼901
in the North arm has a low hit efficiency due to a broken component
on a ROC board, which prevented several wedges from being read out.
However, the overall live area during the 2013 run was greater
than 95%.

6.3. Alignment and residuals

Misalignment of the silicon wedges relative to each other and
multiple scattering of particles as they pass through the FVTX
sensor material will have a detrimental effect on the ultimate
tracking resolution of the detector. The internal detector alignment
was performed using data taken with the PHENIX magnets turned
off, so all charged particles travel in straight lines. The MILLEPEDE-
II [22] package was used to internally align all detector elements.

After detector alignment was performed, the FVTX single hit
resolution was determined with straight-line tracks found in the
FVTX, matched with tracks found in the muon spectrometer, from
pþp collisions recorded with the PHENIX magnets turned off.
These tracks typically have a total momentum p 43 GeV=c. After
finding tracks with hits in three FVTX stations, the track residual
for the fourth station is found by calculating the distance between
the track projection and the center of the nearest FVTX hit cluster
in that station. The width of this track residual distribution is
determined by the hit position resolution in each station and the
distance between tracking layers. To find the single-particle hit
position resolution for a single station, a correction is applied to
the track residuals, which was determined from linear regression
assuming a common single-particle hit position resolution in the

three stations used to find the track and a common distance
between the stations. The scaled track residuals, which represent
the single-particle hit position resolution, are shown in Fig. 34 for
the innermost tracking station in the north and south arms. The
position resolution for each of the eight stations varies between 24
and 28 μm, which is within the design parameters.

6.4. Electronic noise

The FPHX chip was designed to have a relatively low noise of
#500 electrons when wire bonded to the actual FVTX sensor (see
Section 3.2). The electronic noise in the detector is monitored
periodically using the calibration system. During calibration, groups
of 10 signal pulses of a given height are sent to an injection capacitor
at the front-end of the read-out chip, while the signal height is
scanned across the discriminator threshold. The noise level is char-
acterized by the broadening of the hit efficiency threshold as shown in
Fig. 35. A normal cumulative distribution function is used to fit the
data. The noise level is parametrized by the width, s, of the fit
function.

A histogram of the noise level for all operating channels is shown
in Fig. 36. The average electronic noise level is between 350 and 380
electrons, which is significantly lower than the nominal discriminator
threshold of #2500 electrons. This level of electronic noise is well
within design parameters of the FPHX chip and read-out system.

7. Summary and conclusion

This paper presents a comprehensive report on the design,
construction, and operation of a Forward Silicon Vertex Detector,
the FVTX, for the PHENIX experiment at RHIC. The detector
consists of four layers of silicon mini-strip sensors at forward
and backward rapidity, and enhances the capabilities of the
existing PHENIX muon arms by providing precision tracking of
charged particles before they interact in the hadron absorber. It
was first installed and operated at PHENIX prior to the 2012
RHIC run.

The detector active area covers the full azimuthal angle over the
forward rapidity range 1:2o jηjo2:2. Each individual silicon sensor is
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Fig. 32. Timing distribution of the FVTX hits relative to the RHIC beam clock.
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Fig. 33. Hit efficiency for FVTX station 2 as a function of ϕ.
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Ladder Geometrical Check

11



3. Hit Matching

12

• In early stage of the commissioning, sPHENIX is 
operated with magnetic field off.
• Tracks are expected to be straight.
• At the 45-55% centrality collision, 80/|h| tracks 

-> 4 tracks/half ladder -> 0.15 hit/chip.
• Matching hits between L0 and L1 can be 

identified by eye using the event display 
without fancy tracking algorithm. 

https://wiki.sphenix.bnl.gov/index.php/INTT_GEANT_model/geometry#/media/File:2020-05-30-160330_940x871_scrot.png
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Acceptance

80

24 ladders



DAC Scan
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DAC Scan

Cheng-Wei Shih (NCUHEP, Taiwan)sPHENIX INTT

• 5 ladders were tested with the source

Source test results, threshold 40 adc
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71.13 ± 0.43. The ratio of the noise component in the MIP region from DAC 40 to 136 was 0.3%, letting

us conclude that the mass-production ladder was expected to be almost noiseless in the MIP region.

Therefore, high detection efficiency could be expected in the MIP region.

4.2 Detection efficiency

In this study, the origin of the XY plane is defined at the central position of the sensor cells one and

fourteen of the half-ladder in use. For the z-axis, the origin is given at the center of the sensor of the

upstream ladder L0. Two sensor cells in the same columns are read out by individual FPHX chips and

treated as a single sensor.

The adjacent fired channels in a column formed a hit cluster. The cluster position in y was deter-

mined by weighting with the ADC value of hits, as described in Equation 1:

y =
ΣiEi · yi

ΣiEi
, (1)

where y is the cluster position in the y-axis, i is the hit channel ID, Ei and yi are the DAC value and the

position of channel i in the y direction, respectively.

The upstream and downstream ladders were used for the track reconstructions, and the detection

efficiency of ladder L1 was studied. In the reconstruction process, only a cluster was required on the

same chip column of the two testing ladders, and no cluster in the adjacent columns of the testing ones

was allowed. The tracks passing the criteria were considered as track candidates.

The residual distribution is the difference between the hit position of the tested ladder and the
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71.13 ± 0.43. The ratio of the noise component in the MIP region from DAC 40 to 136 was 0.3%, letting

us conclude that the mass-production ladder was expected to be almost noiseless in the MIP region.

Therefore, high detection efficiency could be expected in the MIP region.

4.2 Detection efficiency

In this study, the origin of the XY plane is defined at the central position of the sensor cells one and

fourteen of the half-ladder in use. For the z-axis, the origin is given at the center of the sensor of the

upstream ladder L0. Two sensor cells in the same columns are read out by individual FPHX chips and

treated as a single sensor.

The adjacent fired channels in a column formed a hit cluster. The cluster position in y was deter-

mined by weighting with the ADC value of hits, as described in Equation 1:

y =
ΣiEi · yi

ΣiEi
, (1)

where y is the cluster position in the y-axis, i is the hit channel ID, Ei and yi are the DAC value and the

position of channel i in the y direction, respectively.

The upstream and downstream ladders were used for the track reconstructions, and the detection

efficiency of ladder L1 was studied. In the reconstruction process, only a cluster was required on the

same chip column of the two testing ladders, and no cluster in the adjacent columns of the testing ones

was allowed. The tracks passing the criteria were considered as track candidates.

The residual distribution is the difference between the hit position of the tested ladder and the
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Scan 1 2 3 4 5 6 7 8
DAC0 8 28 48 68 88 108 128 148

1 12 32 52 72 92 112 132 152
2 16 36 56 76 96 116 136 156
3 20 40 60 80 100 120 140 160
4 24 44 64 84 104 124 144 164
5 28 48 68 88 108 128 148 168
6 32 52 72 92 112 132 152 172
7 36 56 76 96 116 136 156 176

ビームテストと同
じ設定で良いか？
オーバーラップ
binは⼆つ？



How Energy Deposit Looks like in sPHENIX?

• Δ𝐸!"#$%& < Δ𝐸!"#$%'
• Δ𝐸()*#+, < Δ𝐸()*#+- < ⋯ < Δ𝐸()*#+
• Δ𝐸()*#+ ~ Δ𝐸()*#+,× 2 (𝜂~1)
• Δ𝐸()*#+, = Δ𝐸()*#-.
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§§§2. INTT
INTT is a silicon strip barrel detector consisting of two layers of silicon strip sensors surrounding

the collision point seven to ten centimeters away　 (Figure 1). Hits detected by this detector are used

not only for interpolation of tacking between MVTX and TPC but also bunch-crossing identification

to suppress event-pileup background thanks to the best timing resolution of all tracking detectors in

sPHENIX. 24 or 32 INTT ladders form the inner and outer layers. The INTT ladder (Figure 2) consists

INTT Ladder

Fig.1. A half part of the INTT barrel. The inner and the outer barrels consist of 24 and 32 INTT
ladders, respectively. The red box indicates an INTT ladder.
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Fig.2. The INTT ladder consists of two types of silicon sensors, FPHX chips, High-Density In-
terconnect cable, and CFC stave. The sensors are divided into 10 or 16 cells. The silicon
cells have 128 strips with 78 µm width and 320 µm thickness. The x-, y-, and z-axes in
the test beam experiment are also shown.

of two types of silicon sensors, FPHX read-out chips [1], High-Density Interface (HDI) cable, and Carbon

Fiber Composite (CFC) stave. Silicon sensor type-A and type-B are divided into sixteen or ten cells,

respectively, and each cell has 128 silicon strips with a width of 78 µm and a thickness of 320 µm. An

FPHX chip reads signals from strips in a cell, converts the signal voltage to digital information with 3-bit

ADC, and sends it to the read-out card (ROC) through the HDI cable and the newly developed extension

cable [2]. In the data analysis discussed in section 4.2, pairs of the silicon cells in the same column, for

example, chip one and fourteen, were treated as single silicon chip columns. The left and right halves of

the INTT ladder are the same structure but operated independently.

We evaluated the performance of the INTT silicon sensor from radiation measurements at the test

benches and two test beam experiments and obtained some significant results: sensitivity to the beam

position, the peak produced by minimum ionization particles (MIPs), signal-to-noise (S/N) ratio, and so

on. Thanks to the excellent S/N ratio, the sensor is expected to show almost 100% detection efficiency

• Δ𝐸!"#$%& = Δ𝐸!"#$%'
• Δ𝐸()*#+, = Δ𝐸()*#+- = ⋯ = Δ𝐸()*#+
• Δ𝐸()*#+, = Δ𝐸()*#-.

Δ𝐸()*#+,
/012345@50𝑉 ~Δ𝐸()*#+,

2601-7-+@50𝑉, Δ𝐸()*#+,/012345@100𝑉 ~Δ𝐸()*#+,
83&6-7+9@100𝑉 ?

To be studied by a simulation in advance.
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DAC Scan all l1

Fit parameters - Signal

 0.170± Width = 1.093  •

 0.426± MIP = 75.422  •

 290.29± Area = 19262.15  •

 0.307± sigma = 16.854  •

Fit quality

/ndf = 52.053/19 = 2.7402χ •

DAC Scan all l1

Testbeam2021, 50 V

Positron beam, 1 GeV

Testbeam2019, 100 V

Proton beam, 120 GeV

The peak is different

Original though : because of the difference of the supplied voltage
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𝜂~1 (45∘)

DACのオーバーフローが出ちゃうか？



Bias Voltage Scan
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DAC scan comparison

5

Based on the theory :

 C ∝ 1

d
∝ 1

V
∝ 1

sign al

C : capacitance

d : the distance of the depletion region

V : supply bias voltage

signal : edep

Based on the materials I found

Signal

d

Bias Voltage Dependence
Cheng-Weiʼs slide 2022/4/15
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Electric field at non-fully depleted voltage

18

This area between strips might not 
be depleted even slightly below the 
depletion voltage. Thus we cannot 
expect efficient charge collection 
from this area.

The electric field just below strip is 
well developed as a function of bias 
voltage. This directly appears as CV 
response.

Electric field between strips are 
developed towards the last stage of 
fully depletion voltage.

The best way to prove 
this hypothesis is to see 
the position dependence 
of the resolution within 
the strip width. 
Weʼll see a dip in the 
efficiency distribution 
around the edge of a strip.

Not sure if this is doable 
with cosmic ray…

10µm

78 µm

Itaruʻs Slide 2022/06/22



Bias Voltage Scan Plan
• Importance: It  is likely we ends up with operating <100V due 

to over current of some silicons.
• We need to know the collecting # of electrons below 100V.

19

Scan 1 2 3 4 5 6 7 8

DAC0 8 28 48 68 88 108 128 148
1 12 32 52 72 92 112 132 152
2 16 36 56 76 96 116 136 156
3 20 40 60 80 100 120 140 160
4 24 44 64 84 104 124 144 164
5 28 48 68 88 108 128 148 168
6 32 52 72 92 112 132 152 172
7 36 56 76 96 116 136 156 176

MPV vs Bias Voltage

Bias voltage

Theory

Observation

100V50V

FNAL2019

ELPH2021

• Scan at 90V, 80V, 70V, 60V, 50V only around MIP region.
• Need immediate semi-online analysis (DAC Scan code) if data is satisfactory to cover MPV peak.
• The goal is to make the plot of MPV vs. Bias voltage. 
• Not sure if we can run a simulation. 



DAC0 Threshold Scan
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DAC0 Threshold

S/NEf
fic

ie
nc

y

1

• We may need to customize the DAC0 value Chip-by-Chip Basis for noisy chips
• Need to confirm MPV/MIP are same for all Chips. 

DAC0 Threshold Scan

Fitting
Landau-Gaussian畳み込み関数と指数関数の合計により、DAC値12-136の範囲でエネルギー曲線
にFitさせた。（ ） →実験データを再現できている。

Landau-Gaussian畳み込み関数によりMIPピークを再現。 （ ）
指数関数により、ノイズの寄与を再現。 （ ）

Landau MPVはMIPピークに対応するDAC値を示している。

MIPピーク

2023/1/24 13

EL
PH Bea
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st 

DAC
0

DAC0 12 13 14 15 16 17 18
S/N
Efficiency



Yield Uniformity
• Online Monitor
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Monitoring
1. Define online monitor. Develop and test anomaly (dead/hot 

channel) checker. 
2. Establish flushing anomaly checker results to database.
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divided into strips with a 75 μm pitch in the radial direction and a ϕ
coverage of 3.751. Groups of custom 128-channel front end read-out
ASICs, called FPHX chips, are wire bonded to the sensor.

FVTX sensors display the expected behavior in response to
radiation dose. However, measurements of the radiation environ-
ment in the PHENIX experimental hall and irradiations of actual
FVTX sensors show that radiation effects will not significantly
degrade detector performance over the expected lifetime of the
experiment.

From data collected at RHIC, the FVTX has demonstrated single
particle hit efficiencies above 95%, single hit position resolution
better than 30 μm, and electronic noise levels below 500 elec-
trons, all within design specifications.

The data-push architecture of the FPHX read-out chips allows
the FEM to receive all hits registered in the silicon sensors without
any bias from an external trigger, with minimal processing delay.
This feature can potentially allow the FVTX to provide a Level-1
trigger, and can be used to determine the relative luminosity seen
by the FVTX detector for each beam crossing. This is useful in
polarized pþp collisions, where the FEM counts all hits, and pairs
of coincident hits, above a set ADC threshold for each beam
crossing to determine the relative integrated luminosity for each
spin orientation. Examinations of these new capabilities and

analysis of data taken with the FVTX in 2012 and 2013 are
underway.
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Fig. 35. Typical calibration data for a single channel (data points), fit with a normal
cumulative distribution function.
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Fig. 36. Histogram of the noise parameter, s, for all channels under operating
conditions, in a typical calibration run. A Gaussian distribution fit to the data gives a
mean noise level of 367 electrons. The nominal discriminator threshold at "2500
electrons is shown by the vertical line.
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Fig. 34. Track residuals for the innermost FVTX tracking stations, scaled to give the single hit resolution.
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