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Decoding light curves and spectra of kilonovae
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r-process nucleosynthesis
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RadioacFve heaFng
Metgzer+10, Lippuner+15, Wanajo18, …

r-process and kilonovae 9

Figure 4. Heating rates (black) from β-decay (top), α-decay (middle), and fission (bottom) for mFE-a (left) and mFE-b (right)
with the top 11 isotopes (in different colors) that have more than 10% contributions at the maxima.

Wanajo 18

t-1.3 Gamma-rays 
β/α parFcles

MeV parFcles are “stopped” => thermalizaFon (energy deposiFon) e.g., Barnes+16 6



Thermal photon diffusion
Arnee 82, Li & Paczynski 98, Metgzer+10
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なる．このため，「キロノバ」は主に可視光や
赤外線で輝く．
ではこのようなプラズマから放出される電磁
波放射「キロノバ」の特徴はどのようになるだ
ろうか．まず，このようなプラズマでは合成さ
れた重元素のイオン化度はせいぜい数階電離程
度である．そのため，発生した熱的な可視光・
赤外線光子は重元素の束縛-束縛遷移を通じて
主に相互作用を行う．合体後 10日間程度では，
この相互作用で想定される光子の平均自由行程
は系の大きさよりも短いため，この系は光学的
に厚いと言える．つまり，光子は重元素による
吸収と再放射を受けながら，じわじわと系の外
に逃げ出していく．
このとき光子が系から脱出するまでの時間

(拡散時間)は
tdiff =

R

c
τ =

R

c
κρR (1)

と書ける．ここで，τ は系の光学的厚み，κは
光と物質の相互作用の度合いを表す吸収係数
(cm2 g−1)，Rは系の半径である．放出物質は時
間とともに膨張するため (R = vejt, vejは放出物
質の速度)，拡散時間は tdiff ∝ t−2で時間ととも
に短くなる．この拡散時間が合体からの日数 t

と同じぐらい短くなると，外にいる観測者はこ
の系からの光を観測できるようになるため，天
体が明るく輝く典型的なタイムスケールは

t =

(
3κMej

4πcvej

)1/2

" 8 days

(
Mej

0.01 M"

)1/2

( vej
0.1 c

)−1/2
(
κ(λ; ρ, T,X)

10 cm2 g−1

)1/2

(2)

と書ける [4, 5]．ここで Mej は放出物質の質量
を表し，単純のため Mej = (4π/3)R3ρ と仮定
した．
キロノバの光り方を決める 3つの量のうち，

Mej と vej は中性子星合体の物理で決まる量で
ある．一方で，κは原子の性質とプラズマの状
態 (密度 ρ，温度 T，元素組成 X など)で決まる
量である．上式では単純のため吸収係数が波長
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図 4: 元素ごとの吸収係数．密度は ρ =

10−13 g cm−3，温度は T = 5000 K の場合．Nd (Z=60) は f 軌道に，Fe (Z=26)と Ru (Z = 44)は d軌道に，Te (Z = 52)は p軌道に最外殻電子をもっており，f 軌道に電子をもつ元素の吸収係数が高いことが分かる．

によらず一定であることを仮定したが，実際は
それぞれの波長で吸収係数は異なり，様々な波
長で異なる吸収を受けながら光が逃げていき，
その逃げた光が天文学の望遠鏡で観測される．
つまり，キロノバの性質を理解し，天文学の観
測量から中性子星合体の物理量 (質量や速度)，
そして元素合成を正しく評価するには，この吸
収係数を知ることが必要不可欠なのである．
しかし，この吸収係数を評価するための原子

データが存在しないことが天文学で大きな問題
となっていた．天文学に登場するプラズマはほ
とんど水素，ヘリウムなどの軽元素や，炭素や
酸素から鉄までの元素で構成されるため，これ
まで重元素の詳細かつ完全な原子データの需
要はほとんどなかったのである．そのため，キ
ロノバのシグナルを計算するために，波長，密
度，温度の全てに対して一定の吸収係数を仮定
するしかなく，定量的な研究を行うことができ
なかった．次節では，この状況を打開するため
の私たちの研究について紹介する．
3. 重元素の原子データ
キロノバで光が物質とどのように相互作用す

るかを理解するめに，まず必要となる原子の性
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Figure 8. Comparison between the synthetic spectra (blue) and the observed spectra of AT2017gfo (gray, Pian et al. 2017;
Smartt et al. 2017) at t = 1.5, 2.5, and 3.5 days after the merger (dark to light colors). Spectra are vertically shifted for
visualization. Gray shade shows the regions of strong atmospheric absorption.

in AT2017gfo, especially at t ≥ 2.5 days. Although
this model motivated by the observed luminosity of
AT2017gfo is quite simple, the NIR features appear to
agree with the observed ones without an adjustment of,
e.g., density distribution. This implies that the absorp-
tion features at the NIR wavelengths in the spectra of
AT2017gfo may be caused by the La III and Ce III lines.
It should be noted that the assumption of LTE may

not be valid in a low density region. In the results here,
neutral atoms especially for Y and Zr are the dom-
inant opacity sources at t ≥ 2.5 days at the optical
wavelengths (Tanaka et al. 2020; Kawaguchi et al. 2021;
Gillanders et al. 2022). On the other hand, recent work
on the nebula phase of kilonovae suggests that ionization
fractions as well as the temperature structure of ejecta
can be deviated from those expected in LTE with time,
i.e., as the ejecta density decreases (Hotokezaka et al.
2021; Pognan et al. 2022b). These non-LTE effects may
change the emergent spectra at a few days after the
merger mainly at the optical wavelengths, where many
strong lines of neutral atoms exist (Kawaguchi et al.
2021).

4. DISCUSSION

4.1. Lanthanide abundances

Our results show that kilonova photospheric spectra
exhibit absorption features of La III and Ce III in the
NIR region, which are in fact similar to those seen in the
spectra of AT2017gfo. In this subsection, we examine a
possible range of these lanthanide mass fractions in the
ejecta of AT2017gfo by using the NIR features.
To investigate the effect of the La amount on the spec-

tra, we perform the same simulations as in Section 3 but
by varying the mass fraction of La. The resultant spec-
tra at t = 2.5 days after the merger are shown in the
left panel of Figure 9. We find that the strength of ab-
sorption due to the La III lines at λ ∼ 12500 Å changes
with the mass fraction of La. On the other hand, no
matter how the mass fraction changes, the overall spec-
tral shapes hardly change. Because La lines have little
effect on the total opacity, the NIR opacity is almost
unchanged. Thus, the strong lines of La III keep pro-
ducing strong absorption as long as an enough amount
of La is present. According to the tests shown in the left
panel of Figure 9, we estimate that the mass fraction of

op*cal

NIR

op*cal NIR

Light curves Spectra

Figure from Kawaguchi+2018, 2020 Figure from Domoto+2020,2022

Ejected mass and (rough) composiFon Detailed elemental composiFons

Origin of r-process elements 
Physics of neutron star mergers 8
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Opacity in kilonova Kasen+13, Barnes & Kasen 13, MT & Hotokezaka 13,  
Kasen+17, MT+18, 20, Wollaeger+18, Fontes+20, Banerjee+20,22…
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1374 M. Tanaka et al.

Figure 4. Planck mean opacities for all the elements. The opacities are calculated by assuming ρ = 1 × 10−13 g cm−3, and t = 1 d after the merger. Blue and
red lines present the opacities for T = 5000 and 10 000 K, respectively.

Figure 5. Left-hand panel: expansion opacity for f-shell (lanthanide) elements at T = 5000 K. Right-hand panel: Planck mean opacities as a function of
temperature (colour). Gray lines show the Planck mean opacities of all the other elements. The labels (I–IV) show typical temperature ranges for each ionization
state.

For T > 10 000 K, the Planck mean opacities are the highest for
nearly half-closed elements (Fig. 6). This is because high excited
levels of Eu or Gd start to contribute to the opacities. Also, at
this temperature, the lanthanides are doubly ionized and low-Z

lanthanide elements such as Pr and Nd have smaller contributions
to the opacities.

Temperature dependence is different for low and high electron
occupations in f-shell (Fig. 6). This dependence is more clearly

MNRAS 496, 1369–1392 (2020)
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niversity user on 30 June 2020
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2678 D. Kato et al. 

MNRAS 535, 2670–2686 (2024) 

Figure 6. Plank mean opacity (for ρ = 10 −13 g cm −3 and T = 5000 K at 
t = 1 d after the merger) as a function of atomic number. 
Table 3. Number transitions for each ion. 
Ion N total a N strong b 
Pr II 417 812 62 511 
Nd II 4001 851 67 934 
Pm II 21 472 279 111 540 
Sm II 69 895 982 35 692 
Eu II 132 942 648 2330 
Gd II 158 102 969 31 961 
Tb II 119 471 719 98 484 
Dy II 54 784 938 49 185 
Ho II 15 301 547 29 399 
Er II 2432 667 30 397 
Tm II 205 259 3424 
Yb II 8110 274 
a Total number calculated with HULLAC in this paper. b The number of 
transitions that satisfy gf exp ( −E l /kT ) > 10 −5 at T = 5000 K. 
plasma. To demonstrate the impact of the impro v ed atomic data, 
we show the opacity of the element mixture in this section. As a 
representative case, we use the abundance patterns from a trajectory 
of Y e = 0 . 20 of Wanajo et al. ( 2014 ) as in Paper I . The mass fraction 
of lanthanides is 11 per cent in total. Note that as our impro v ed 
atomic data (as well as GRASP data) are available only for singly 
ionized lanthanides, we calculate the opacity by only including 
the atomic data of singly ionized lanthanides. Thus, the actual 
opacities for the element mixture would be higher than those given 
here. 

The left panel of Fig. 10 shows the expansion opacity for 
singly ionized lanthanides calculated for ρ = 10 −13 g cm −3 and 
T = 5000 K at t = 1 d after the merger. As expected from the 
opacities of individual elements, our new opacity is higher than that 
in Paper I in particular at λ < 5000 Å. Overall, our new opacity shows 
a sound agreement with that calculated with the GRASP results. At 
the wavelength ( λ = 5000 –10 000 Å), ho we ver, the HULLAC opacity 
is lower than the GRASP opacity by a factor of about 3. This is mainly 
due to the difference in the opacities of Tb II , Dy II , and Ho II (see 
Section 3 ). 

A similar trend is seen in the Planck mean opacities (right panel 
of Fig. 10 ). For the temperature range at which singly ionized 
states are dominant, the Planck mean opacities of singly ionized 
lanthanides from our new calculations are κ = 24 . 4, 27.7, and 

15.4 cm 2 g −1 at T = 4000, 4500, and 5000 K, respectively. Their 
values are higher than those of Paper I by a factor of 1.5–1.6. 
( κ = 16 . 6, 17.5, and 10.0 cm 2 g −1 at T = 4000, 4500, and 5000 K, 
respectively). The opacities from GRASP results are κ = 30 . 1, 38.4, 
and 24.6 cm 2 g −1 at T = 4000, 4500, and 5000 K, respectively. These 
are higher than those from our new HULLAC calculations by a factor 
of 1.2–1.6. 

In fact, for the opacity of individual elements, there are several 
cases showing the larger discrepancy between our new opacity 
and the GRASP opacity (see Figs 4 , 5 , A1 , and A2 ). Ho we ver, the 
difference in the opacity for the element mixture is rather moderate. 
This is because the first few lanthanides, such as Pr ( Z = 59), Nd 
( Z = 60), and Pm ( Z = 61), largely contribute to the opacities of 
the element mixture and the agreement between two calculations is 
good for these elements. 

With this degree of difference, the impact on the kilonova light 
curve is limited as singly ionized lanthanides are the dominant opac- 
ity source only around T = 4000 –5000 K. Ho we ver, it is emphasized 
that we perform intensive investigations only for singly ionized 
states. A similar level of investigation for other ionization states 
is necessary to fully understand the impact of the accuracy in atomic 
calculations to kilonova light curves. For such investigation, more 
benchmark calculations as well as experimental measurements are 
important. 
5  SUM MARY  
In this paper, we have performed HULLAC atomic calculations 
for singly ionized lanthanides with impro v ed strate gies, aiming at 
understanding the physics of the lanthanide opacities in kilonova 
ejecta and necessary accuracy of atomic data. Our results show 
the increased number of energy levels at low energies as compared 
with those in Paper I . These are mainly due to the choice of more 
appropriate ef fecti ve potentials and inclusion of more configurations 
in the calculations. 

As a result of lower energy level distribution, the opacities 
calculated with our new results are higher than those by Paper 
I by a factor of up to 3 –10, depending on the elements and 
wavelength range. We also present the opacities calculated by 
using the results of ab initio GRASP calculations ( G19 ; R20 ; R21 ). 
Our new opacities show sound agreements with those with GRASP 
calculations. 

Based on our results, we identify that the structure of the opacities 
is controlled by arrays of transitions. At λ < 6000 Å, transitions 
between 4f q 6s and 4f q−1 5d 6s configurations as well as those 
between 4f q 5d and 4f q−1 5d 2 configurations and 4f q−1 5d 6s 
and 4f N−1 5d 6p configurations give dominant contributions. At 
λ > 6000 Å, transitions between 4f q 5d and 4f q 6p configurations 
and those between 4f q−1 5d 2 and 4f q−1 5d 6p give dominant contri- 
butions. It is thus important to derive accurate energy distribution for 
these configurations. 

For a lanthanide-rich element mixture with Y e = 0 . 20, our re- 
sults give a higher opacity than that of Paper I by a factor of 
about 1.5. This is moderate as compared to the difference seen in 
the individual elements. This is because the largest contribution 
comes from the first few lanthanides, for which the differences 
between our new calculations are moderate. To fully understand 
the impacts of kilonova light curves, systematic investigation as 
done in this paper has to be performed for other ionization 
states. 
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Ab-iniFo atomic structure calculaFons (singly ionized lanthanides)

3.1.3. Sm II

Albertson (1936) assigned terms of 40 even levels of the f s4 66

and f d4 56 configurations based on the Zeeman patterns of over

300 lines. Spector (1970a) did semi-empirical computation of
energy values and LS-composition of 55 levels for ( )f F d4 56 7

configuration. Also, a large amount of work for energy levels was

Figure 1. Computation results of energy structure for the ions with Z=59–64 as compared to the data available in NIST database (displayed in boxes). The blocks of
levels and the corresponding parent levels are also given. NL is the number of levels. The horizontal lines show our energy threshold (10 eV), and the numbers above/
below the lines show the number of levels above/below this threshold.
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“End-to-end” simulaFons based on numerical relaFvity simulaFons
Kawaguchi+2018, 2020 (see also Perego+17, Wollaeger+18, Bulla 19, Just+23, Fryer+24…)
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4.2. Mass Dependence

Figure 8 shows the grizJHK-band light curves for a small
dynamical ejecta mass model (HMNS_YH_DYN0.003) and a
small post-merger ejecta model (HMNS_YH_PM0.01), as well
as the fiducial model (HMNS_YH) as a reference. We found that
the griz-band light curves show approximately the same
brightness as in the fiducial case for t2 days due to the
enhancement of the optical brightness by photon diffusion
preferentially in the polar direction, as long as Md�0.001Me.
Meanwhile, this effect fades earlier than the fiducial case for
the small dynamical ejecta mass case because of its shorter
diffusion timescale. Indeed, for the light curves observed from
the polar direction, the griz-band brightness for the small
dynamical ejecta mass (HMNS_YH_DYN0.003) and fiducial
model agree with each other within ≈0.2 mag for - -t1 day
2.5 days, while the brightness becomes fainter after ≈2.5 days.
Note that, exceptionally, the g-band emission is slightly
brighter than the fiducial model, particularly for t2 days,
due to the decrease in the density of dynamical ejecta in the
polar region.

The brightness of the JHK-band light curves does not
necessarily reflect the mass of the dynamical ejecta but could
depend strongly on the mass of post-merger ejecta. The JHK-
band emission of the small dynamical ejecta mass model
(HMNS_YH_DYN0.003) is only by ≈0.5 mag fainter than that
of the fiducial model, though the dynamical ejecta mass is
different by a factor of≈3. This happens because photons
emitted from the post-merger ejecta are reprocessed more
efficiently from the earlier phase for the smaller dynamical
ejecta mass model due to shorter diffusion timescale. Never-
theless, the JHK-band brightness still could provide the upper
limit to the dynamical ejecta mass, and the results above
indicate that using data observed for the early phase2 days
might be the better choice for constraining the dynamical ejecta
mass because the contribution of reprocessed photons from the
post-merger ejecta is relatively less significant than that for the
later phase.

The brightness of the light curves for a small post-merger
ejecta mass case is typically faint due to the decrease in the
heating source (HMNS_YH_PM0.01). Indeed, the griz-band
emission for HMNS_YH_PM0.01 is fainter than that of the
fiducial model and the small dynamical ejecta mass model

(HMNS_YH_DYN0.003). The JHK-band emission for the later
phase (2 days) is also fainter for HMNS_YH_PM0.01 than the
other models because it is dominated by the emission from the
post-merger ejecta reprocessed in the dynamical ejecta.
Exceptionally, the JHK-band emission for HMNS_YH_PM0.01
is slightly brighter than HMNS_YH_DYN0.003 in the early
time2 days. This happens because HMNS_YH_PM0.01 has
larger dynamical ejecta mass than HMNS_YH_DYN0.003,
while the radioactive heating in the dynamical ejecta also
contributes to the JHK-band light curves for2 days.
For the light curves observed from the equatorial direction,

the griz-band energy flux is strongly suppressed due to the
blocking effect of the dynamical ejecta. All of the cases exhibit
approximately the same light curves and are not distinguishable
by the optical light curves. In addition, the JHK-band emission
observed in the equatorial direction is fainter by≈1 mag than
in the polar direction but the light curves show the same feature
as those observed from the polar direction, and the dependence
on the ejecta mass is clearly reflected.

4.3. Velocity Dependence

Figure 9 compares the grizJHK-band light curves among the
models with the same ejecta mass as in the fiducial model
(HMNS_YH) but with different velocity parameters. The model
with slow-velocity post-merger ejecta (HMNS_YH_VL) shows
slightly longer-lasting light curves than the fiducial model due
to the longer diffusion timescale (e.g., Equation (2)). Mean-
while, the light curves for the model of which both post-merger
and dynamical ejecta have higher velocity than the fiducial
model (HMNS_YH_VH) decline much earlier than the fiducial
model due to the short diffusion timescale of ejecta. The rapid
decline is particularly significant for the griz-band light
curves, although the peak magnitudes in all the grizJHK bands
are approximately the same as in the fiducial model for
HMNS_YH_VL and the difference from the fiducial model is
smaller than≈0.2 mag. The peak brightness of HMNS_YH_VH
also agrees with that of the fiducial model within≈0.3 mag in
all the grizJHK bands. These results indicate that the difference
in the velocity profile is reflected most significantly in the
decline rates of the light curves, particularly in the optical (and
perhaps, also, ultraviolet) bands. We note that the rapid decline
of the optical light curves for HMNS_YH_VH may reflect the fact

Figure 5. Schematic picture for the effects that are incorporated by taking the radiative transfer of photons in the multiple ejecta components into account (see the main
text for the detail). Preferential diffusion of photons in the polar direction (left-hand panel). Blocking effect of the emission from post-merger ejecta by the dynamical
ejecta (middle panel). Heating of the dynamical ejecta by the post-merger ejecta (right-hand panel).
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ejecta mass model due to shorter diffusion timescale. Never-
theless, the JHK-band brightness still could provide the upper
limit to the dynamical ejecta mass, and the results above
indicate that using data observed for the early phase2 days
might be the better choice for constraining the dynamical ejecta
mass because the contribution of reprocessed photons from the
post-merger ejecta is relatively less significant than that for the
later phase.

The brightness of the light curves for a small post-merger
ejecta mass case is typically faint due to the decrease in the
heating source (HMNS_YH_PM0.01). Indeed, the griz-band
emission for HMNS_YH_PM0.01 is fainter than that of the
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other models because it is dominated by the emission from the
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Exceptionally, the JHK-band emission for HMNS_YH_PM0.01
is slightly brighter than HMNS_YH_DYN0.003 in the early
time2 days. This happens because HMNS_YH_PM0.01 has
larger dynamical ejecta mass than HMNS_YH_DYN0.003,
while the radioactive heating in the dynamical ejecta also
contributes to the JHK-band light curves for2 days.
For the light curves observed from the equatorial direction,

the griz-band energy flux is strongly suppressed due to the
blocking effect of the dynamical ejecta. All of the cases exhibit
approximately the same light curves and are not distinguishable
by the optical light curves. In addition, the JHK-band emission
observed in the equatorial direction is fainter by≈1 mag than
in the polar direction but the light curves show the same feature
as those observed from the polar direction, and the dependence
on the ejecta mass is clearly reflected.
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Figure 9 compares the grizJHK-band light curves among the
models with the same ejecta mass as in the fiducial model
(HMNS_YH) but with different velocity parameters. The model
with slow-velocity post-merger ejecta (HMNS_YH_VL) shows
slightly longer-lasting light curves than the fiducial model due
to the longer diffusion timescale (e.g., Equation (2)). Mean-
while, the light curves for the model of which both post-merger
and dynamical ejecta have higher velocity than the fiducial
model (HMNS_YH_VH) decline much earlier than the fiducial
model due to the short diffusion timescale of ejecta. The rapid
decline is particularly significant for the griz-band light
curves, although the peak magnitudes in all the grizJHK bands
are approximately the same as in the fiducial model for
HMNS_YH_VL and the difference from the fiducial model is
smaller than≈0.2 mag. The peak brightness of HMNS_YH_VH
also agrees with that of the fiducial model within≈0.3 mag in
all the grizJHK bands. These results indicate that the difference
in the velocity profile is reflected most significantly in the
decline rates of the light curves, particularly in the optical (and
perhaps, also, ultraviolet) bands. We note that the rapid decline
of the optical light curves for HMNS_YH_VH may reflect the fact

Figure 5. Schematic picture for the effects that are incorporated by taking the radiative transfer of photons in the multiple ejecta components into account (see the main
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Table 3. Inferred parameters for di↵erent models

Model viewing angle M
blue

v
blue


blue

T
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c M

red
v
red


red

T
red
c �

DD2-135 polar (fiducial) 0.010+0.001
�0.001 0.43+0.02

�0.02 (0.5) 3100+246
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�0.001 0.26+0.02
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Figure 5. (Left) Relationship between the mass and velocity for input values of DD2-135 (Mdyn
ej ,M

dyn
ej ), (Mpm

ej ,M
pm
ej ) and

parameters inferred from the analytic modeling (Mblue
, v

blue), (M red
, v

red). Thick circles represent the estimated parameters for
the light curves viewed from the polar angle, while thin circles represent those for the light curves viewed from the equatorial
angle. (Right) Schematic picture of the photon transfer in kilonova ejecta. In the polar direction, blue emission from the
post-merger ejecta (lower Ye, lower velocity) can escape e�ciently. In the equatorial direction, on the other hand, the emission
from the post-merger ejecta is absorbed by the dynamical ejecta (higher Ye, higher velocity) and reprocessed to red emission.

InterpretaFon of the blue/red components Kitamura, Kawaguchi, MT+25  
(arXiv: TODAY)
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Figure 5. (Left) Points represent thinned out light curves viewd from polar angle (0� < ✓ < 20�) (fiducial). Solid lines
represent the realizations of the highest likelihood (best-fit) for each filter, while thin lines show the projections of results from
100 randomly chosen chains. (Right) The same for the light curves viewed from equatorial angle (86� < ✓ < 90�).

Figure 6. Corner plot showing the posterior distributions of parameters obtained by using our method for the fiducial light
curve (DD2-135, polar view).
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Spectral features in kilonova photospheric spectra
LETTERRESEARCH
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first named ‘SSS17a’ and ‘DLT17ck’, but here we use the official IAU 
designation, AT 2017gfo.

We carried out targeted and wide-field optical/near-infrared imag-
ing observations of several bright galaxies within the reconstructed 
sky localization of the gravitational-wave signal with the Rapid Eye 
Mount (REM) telescope and with the European Southern Observatory 
(ESO) Very Large Telescope (VLT) Survey Telescope (ESO-VST). This 
led to the detection of AT 2017gfo in the REM images of the field of 
NGC 4993, which were obtained 12.8 h after the gravitational-wave/
GRB event. Following the detection of this source, we started an 
imaging and spectroscopic follow-up campaign at optical and near- 
infrared wavelengths. Imaging was carried out with the REM telescope, 
the ESO-VST and the ESO-VLT. A series of spectra was obtained with 
the VLT/X-shooter in the wavelength range 3,200–24,800 Å, with VLT/
FORS2 (Focal Reducer/low-dispersion Spectrograph) in 3,500–9,000 Å 
and with Gemini-S/GMOS in 5,500–9,000 Å (see ref. 20 for GMOS 
reduction and analysis details). Overall, we observed the source with an 
almost daily cadence during the period 17 August 2017 to 3 September 
2017 (about 0.5–17.5 days after the gravitational-wave/GRB trigger; 
details are provided in Methods). We present here the results of the 
observations carried out in August 2017.

As described in the following, the analysis and modelling of the 
spectral characteristics of our dataset, together with their evolution 
with time, result in a good match with the expectations for kilonovae, 
providing the first compelling observational evidence for the existence 
of such elusive transient sources. Details of the observations are pro-
vided in Methods.

We adopted a foreground Milky Way extinction of E(B − V) = 0.1 mag 
and the extinction curve of ref. 21 and used them to correct both 
 magnitudes and spectra (see Methods). The extinction within the host 
galaxy is negligible according to the absence of substantial detection of 
characteristic narrow absorption features associated with its interstellar 
medium. The optical light curve resulting from our data is shown in 
Fig. 1 and the sequence of X-shooter, FORS2 and GMOS spectra is 
shown in Fig. 2. Apart from Milky Way foreground lines, the spectrum 

is otherwise devoid of narrow features that could indicate association 
with NGC 4993. In the slit, which was displaced from the position of 
the transient by 3″–10″ (0.6–2.0 kpc in projection), we detected narrow 
emission lines exhibiting noticeable structure, both spatially and in 
velocity space (receding at 100–250 km s−1 with respect to the systemic 
velocity), which were probably caused by the slit crossing a spiral struc-
ture of the galaxy (see Methods).

The first X-shooter spectrum of the transient shows a bright, blue 
continuum across the entire wavelength coverage—with a maximum 
at about 6,000 Å and total luminosity of 3.2 × 1041 erg s−1—that can be 
fitted with the spectrum of a blackbody of temperature 5,000 ± 200 K 
and a spherical equivalent radius of approximately 8 × 1014 cm. At a 
phase of 1.5 days after the gravitational-wave/GRB trigger, this indi-
cates an expansion velocity of the ejected material of about 0.2c. The 
temperature is considerably lower than that inferred from photometric 
observations about 20 h earlier (about 8,000 K)22, suggesting rapid cool-
ing. On top of this overall blackbody spectral shape are undulations that 
may represent very broad absorption features similar to those predicted 
by merger ejecta simulations16. We refrain from connecting these to the 
expansion velocity because they may be combinations of many lines 
with poorly known properties.

At the second epoch, one day later, when the spectrum covered only 
the optical range, the maximum moved to longer wavelengths, indicat-
ing rapid cooling. At the third epoch, when near-infrared wavelength 
information was again available, the peak shifted further to 11,000 Å 
and the overall spectral shape changed. This indicated that the photo-
sphere was receding, the ejecta was becoming increasingly transparent 
and more absorption lines became visible. The near-infrared part of the 
spectrum evolved in flux and shape much less rapidly than the optical 
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Figure 1 | Multiband optical light curve of AT 2017gfo.  The data shown 
for each filter (see legend) are listed in Extended Data Table 1. Details of 
data acquisition and analysis are reported in Methods. The x axis indicates 
the difference in days between the time at which the observation was 
carried out T and the time of the gravitation-wave event T0. The error 
bars show the 1σ confidence level. The data have not been corrected for 
Galactic reddening.
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Figure 2 | Time evolution of the AT 2017gfo spectra. VLT/X-shooter, 
VLT/FORS2 and Gemini/GMOS spectra of AT 2017gfo. Details of data 
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visualization. Gray shade shows the regions of strong atmospheric absorption.

in AT2017gfo, especially at t ≥ 2.5 days. Although
this model motivated by the observed luminosity of
AT2017gfo is quite simple, the NIR features appear to
agree with the observed ones without an adjustment of,
e.g., density distribution. This implies that the absorp-
tion features at the NIR wavelengths in the spectra of
AT2017gfo may be caused by the La III and Ce III lines.
It should be noted that the assumption of LTE may

not be valid in a low density region. In the results here,
neutral atoms especially for Y and Zr are the dom-
inant opacity sources at t ≥ 2.5 days at the optical
wavelengths (Tanaka et al. 2020; Kawaguchi et al. 2021;
Gillanders et al. 2022). On the other hand, recent work
on the nebula phase of kilonovae suggests that ionization
fractions as well as the temperature structure of ejecta
can be deviated from those expected in LTE with time,
i.e., as the ejecta density decreases (Hotokezaka et al.
2021; Pognan et al. 2022b). These non-LTE effects may
change the emergent spectra at a few days after the
merger mainly at the optical wavelengths, where many
strong lines of neutral atoms exist (Kawaguchi et al.
2021).

4. DISCUSSION

4.1. Lanthanide abundances

Our results show that kilonova photospheric spectra
exhibit absorption features of La III and Ce III in the
NIR region, which are in fact similar to those seen in the
spectra of AT2017gfo. In this subsection, we examine a
possible range of these lanthanide mass fractions in the
ejecta of AT2017gfo by using the NIR features.
To investigate the effect of the La amount on the spec-

tra, we perform the same simulations as in Section 3 but
by varying the mass fraction of La. The resultant spec-
tra at t = 2.5 days after the merger are shown in the
left panel of Figure 9. We find that the strength of ab-
sorption due to the La III lines at λ ∼ 12500 Å changes
with the mass fraction of La. On the other hand, no
matter how the mass fraction changes, the overall spec-
tral shapes hardly change. Because La lines have little
effect on the total opacity, the NIR opacity is almost
unchanged. Thus, the strong lines of La III keep pro-
ducing strong absorption as long as an enough amount
of La is present. According to the tests shown in the left
panel of Figure 9, we estimate that the mass fraction of

La (Z=57) and Ce (Z=58): direct confirmaFon of lanthanide producFon

La CeSrCa

Y, Zr
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There are, however, still no complete and accurate atomic
data at NIR wavelengths, which cover all the heavy elements
synthesized in neutron star mergers. Therefore, there might be
unknown transitions of other elements that contribute to the
NIR absorption features of kilonova spectra.

In this paper, we demonstrate that the atmospheres of
chemically peculiar stars provide an excellent laboratory to
decode kilonova spectra. Chemically peculiar stars are known
to exhibit abnormal elemental abundance patterns. Some
chemically peculiar stars show extremely enhanced metal
abundances (hereafter we call stars with enhanced metal
abundances as chemically peculiar stars), which are likely to
be caused by atomic diffusion (Michaud 1970). Thus, the
atmospheres of such stars can mimic the elemental abundances
in kilonovae dominated by heavy elements. In Section 2, we
show similarities in the atmospheres of chemically peculiar
stars and kilonovae by analyzing the properties of the late
B-type chemically peculiar star HR 465 (HD 9996; e.g.,
Preston &Wolff 1970; Aller 1972; Cowley & Greenberg 1987).
In Section 3, we show an NIR spectrum of HR 465 and
measurements of strong absorption lines. Then, we discuss
implications to kilonova spectra in Section 4. Finally we give
concluding remarks in Section 5. All the wavelengths given in
this paper are those in air.

2. A Chemically Peculiar Star as a Laboratory for Kilonova
Spectra

2.1. Abundances

Abundances in the ejected material from neutron star mergers
(hereafter kilonova ejecta) are dominated by elements heavier than
Fe. The top panel of Figure 1 shows an abundance distribution
adopted in the radiative transfer simulations by Domoto et al.
(2021) and Domoto et al. (2022) as a representative case of
kilonova ejecta (their “light”model that assumes a solar r-process-
like pattern with an enhanced light component; see also
Wanajo 2018). This particular example is a case that is consistent
with the abundances of metal-poor stars with a weak r-process
signature such as HD 122563 (Honda et al. 2006).

Chemically peculiar stars often show enhanced abundances of
elements heavier than Fe (e.g., Ghazaryan et al. 2018). In
particular, Ap- and Bp-type stars show the abundances of
lanthanides (atomic number Z= 57–71) enhanced by more than
two orders of magnitude, which can match the high heavy-element
abundances in kilonovae. The red points in Figure 1 (top panel)
show the elemental abundances of HR 465 (B9p; Nielsen et al.
2020). HR 465 is an intensively studied chemically peculiar star
(e.g., Preston & Wolff 1970; Aller 1972; Cowley & Green-
berg 1987) with a metallicity of [Fe/H] ;+1.0 (Nielsen et al.
2020). As clearly shown in Figure 1 (top panel), the abundances of
heavy elements in HR 465 are greatly enhanced as compared with
the solar abundance pattern (black; Asplund et al. 2009).16

In particular, the abundances of lanthanides (Z= 57–71) in
HR 465 are enhanced by about three orders of magnitude, and
their mass fractions are remarkably similar to those in the
kilonova ejecta. Lanthanides are known to produce strong lines
at NIR wavelengths due to their low-lying, dense energy levels
(Kasen et al. 2013; Tanaka & Hotokezaka 2013; Fontes et al.
2020). Thus, thanks to the similarities in the abundances, the
NIR spectra of such chemically peculiar stars can provide
candidates for the strong absorption lines of lanthanides in
kilonova NIR spectra.

2.2. Ionization Degrees

Some chemically peculiar stars also have similar ionization
degrees with those in kilonova ejecta a few days after the

Figure 1. Top: abundances in kilonova ejecta at t = 2.5 days (blue; Domoto
et al. 2021, 2022) compared with those of the chemically peculiar star HR 465
(red; Nielsen et al. 2020) and solar abundances (black). Bottom: average
ionization degrees in the photospheres of kilonovae (black, blue, and gray
lines) and HR 465 (red) calculated under the assumption of LTE.

16 The abundances of HR 465 are known to evolve with photometric/magnetic
phase (Rice 1988) with a period of 21.5 yr (Pyper & Adelman 2017). The
abundances of the rare-earth elements reach a maximum at f ; 0 and
minimum at f ; 0.5. Our Subaru InfraRed Doppler (IRD) observations
(Section 3) are performed at f = 0.77. We show the abundances in Figure 1 by
taking the averages of the abundances derived from the lines of different
ionization degrees (if any) at different phases (f = 0.45, 0.68, and 0.85;
Nielsen et al. 2020). The variation is up to about one order of magnitude, and
the global trend discussed in this paper is not affected.
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NIR spectrum of chemically peculiar star
MT, Domoto, Aoki+23 Subaru/IRD (R ~ 70,000)

present study. To our knowledge, this is the first high-
resolution spectrum of HR 465 covering such a wide NIR
wavelength range. The details of the observations and data
reduction are reported by Aoki et al. (2022). The telluric
absorption lines are correlated by the spectrum of the bright
extremely metal-poor star BD+44°493, in which few absorp-
tion lines are found in this wavelength range (Aoki et al. 2022).

The top panel of Figure 3 shows the entire spectrum of HR
465 (see Figure 6 for an extended view). The spectrum is
normalized by continuum fitting for the ease of line identifica-
tion. Furthermore, the broad hydrogen absorption features are
fitted and the spectrum around those features is flattened. After
masking the wavelength ranges with strong atmospheric
absorption, i.e., the ranges between the Y, J, and H bands, as
well as artifacts from the telluric correction (gray shaded
regions without line identifications in Figure 6), we detect
strong absorption lines. Then, the detected lines are matched
with the VALD line list (Kupka et al. 1999) and the NIR line

list by Domoto et al. (2022). There are some lines with which
no known transition is matched, in particular, at shorter
wavelengths where more absorption lines exist. We keep these
lines as “unID” as they may be caused by heavy elements.
Then, we measure the equivalent widths (EWs) of the strong
lines by assuming a Gaussian profile.
Figure 4 shows the EWs for the 50 strongest transitions. It is

clearly seen that, excluding elements lighter than Fe, the
strongest absorptions in the NIR spectrum of HR 465 are
dominated by the lines of Ce III and Sr II. The bottom panels of
Figure 3 show the spectra around the six strongest transitions of
Ce III and two strongest transitions of Sr II.

4. Implications to Kilonova Spectra

We apply the knowledge from HR 465 to the kilonova
spectra. In Figure 5, we show the spectrum of HR 465 (top
panel) and the EWs of the 50 strongest transitions (bottom

Figure 3. Normalized NIR spectrum of HR 465 (top) and that around the eight strongest transitions of heavy elements (bottom). In the top panel, the 50 strongest lines
are indicated. The lines of Sr II, Ce III, and Eu II are shown in red, blue, and green, respectively. The lines of elements lighter than Fe are shown in gray. The lines
shown in black are not matched with the line lists (unID). The gray shaded regions show the wavelength ranges with strong atmospheric absorption.
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Poster by Nanae DomotoTh (Z=90): Heaviest detectable element?

On the other hand, for the S model (right panel), we find that
the Th III lines decrease overall fluxes by ∼10% but do not
produce any additional features. The spectrum is redder and
dimmer than that in the L model. It should be noted that the
wiggly features seen in the spectra are caused by the lines of
heavy elements whose wavelengths are not experimentally
calibrated.

These differences between the S and L models reflect the
larger mass fraction of lanthanides for the former, which results
in a higher total opacity. We confirmed that higher opacity in
the S model shifts the photosphere outward compared to that in
the L model. As a result, the photospheric temperature in the S
model is lower and the Th III lines are weak (Figure 3). Thus, in
our models, the larger mass fraction of Th is not necessarily an
advantage in producing the Th III features (see also Section 4).

To see the time evolution of the spectra, we show the
synthetic spectra for the L model at t= 1.5 and 2.5 days as blue
lines in the left panels of Figure 10, focusing on the NIR
region. The spectra without Th III lines are also shown by dark
yellow lines. To see the effects of the Th III lines more clearly,
the right panels of Figure 10 show ratios of the synthetic
spectra to the Planck function. It should be cautioned that we
do not intend to present the Planck function as the continuum
but just for the purposes of comparison for each spectrum. We
plot only the smoothed spectra for visualization.

It can be seen that the Th III feature at λ∼ 18000Å becomes
weaker (i.e., the difference between the blue and dark yellow
lines becomes smaller) as time progresses. Although it may still
be recognizable at t= 2.5 days, the feature completely
disappears at t= 3.5 days (not shown in the figure). This is
because of the temperature dependence of the Th III lines as
described in Section 2.3. In our calculations, the temperature of
the ejecta at v> 0.1c drops below ∼4000 K at ∼3 days, at
which time Th III disappears (Figures 7 and 8). This suggests
that, to detect the Th III features in the photospheric spectra, we
need early-time observations during the epochs when the ejecta
temperature is high enough (see Section 4 for more discussion).

3.2. Conditions for Producing Thorium Features

To explore the conditions in which the Th absorption feature
is observable, we vary the mass fractions of lanthanides
(Z= 57–71) and those of elements with Z� 82, hereafter
denoted as X (lan) and X (Z� 82), respectively, from the
original values in the L model. Although we can in principle
assume extreme cases with, for example, a much larger amount
of actinides, we avoid such cases; we impose the mass fractions
so that the ratio of actinides to lanthanides is kept by a factor of
up to 3 to the fiducial ratio. This is because some metal-poor
stars in the Galactic halo, known as “actinide-boost” stars,
exhibit enhanced Th abundances whose ratio to lanthanides are
by a factor of up to 3 with respect to the solar ratio (C. Siqueira
Mello et al. 2013; E. M. Holmbeck et al. 2018; V. M. Placco
et al. 2023). Note that, as can be seen in the left panel of
Figure 2, the ratio of Th with respect to lanthanides (at 1 yr) for
the L model (the same as that for the S model) is about a factor
of 2 higher than that for the solar r-residuals. This indicates that
the present ratio for the L model with a half-life of 232Th (14.05
Gyr) is similar to the solar value, assuming a merger event
about, e.g., 13 Gyr ago (comparable to the ages of actinide-
boost stars). Thus, the enhancement of X (Z� 82) up to a factor
of 3 is consistent with the range observed in actinide-boost
stars.
For all the cases with varying mass fractions, the heating rate

from radioactive decay as a function of time is taken from the L
model. As our abundance model is dominated by relatively
light r-process elements, the heating rate is also dominated by
the light nuclei. Thus, the changes in mass fractions for such
heavy elements do not affect the heating rate during the
relevant period of time (a few days after the merger).
We note that varying X (Z� 82) works effectively the same

as varying only the mass fraction of Th as our line list does not
include atomic data for the elements with Z= 89–100 except
for Ac III and Th III (Section 2.1). The elements with Z= 82–88
do not strongly contribute to the total opacity either, as
expected from their atomic properties (M. Tanaka et al. 2020;

Figure 9. Left: synthetic spectrum (blue and black curves as original and smoothed results, respectively) and Sobolev optical depth of each transition (vertical lines) at
t = 1.5 days for the L model. The flux is presented by assuming the source at 40 Mpc as that for GW170817/AT2017gfo. We plot the Sobolev optical depths of
spectroscopically accurate lines in the ejecta at v = 0.13c. The positions of lines are blueshifted according to v = 0.13c. The temperature in the ejecta at v = 0.13c is
T ∼ 7000 K. The synthetic spectrum without Th III lines is also shown for comparison purposes (dark yellow curve). The absorption feature produced by each element
is indicated by an arrow with the same color in the legend. Note that the Ca II and Sr II features (indicated by blue and red arrows, respectively) show too large Doppler
shifts to be consistent with the positions of their lines. Right: same as the left panel but for the S model. We plot the Sobolev optical depths of the lines in the ejecta at
v = 0.37c, whose wavelengths are not necessarily accurate. The positions of the lines are blueshifted according to v = 0.37c. The temperature in the ejecta at v = 0.37c
is T ∼ 3700 K.
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Importance of Gd features (Z=64)

32

Chemically peculiar star Kilonovae

lines, was found to be [Gd2+/H] = 3.2 at f = 0.45 and
[Gd+/H] = 3.3, 3.1, and 5.1 at f = 0.45, 0.68, and 0.85,
respectively. Although it is not straightforward to infer [Gd/H]
for the spectrum used in this study, as it was observed at
f = 0.77 (M. Tanaka et al. 2023), the Gd abundance is likely to
range from 3.2 to 5.1.

The bottom panels of Figure 5 show the comparison between
the normalized HR 465 flux and the synthetic spectra with and
without Gd III lines, where [Gd/H] = 4.0 was used. Atmo-
spheric absorption was corrected using BD + 44o493 as a
telluric standard star due to its low metallicity and very weak
absorption lines (W. Aoki et al. 2022). The top panels of
Figure 5 show the spectrum of BD + 44o493 with the
noncorrected flux of HR 465. The two spectra were taken back

to back, and the difference in air mass between the two stars
was accounted for. The 17479Å feature is not affected by the
atmosphere. This line, previously unidentified by M. Tanaka
et al. (2023), is shown in the bottom right panel of Figure 5,
where the absorption line nicely matches the synthetic
spectrum calculated with Gd III lines. On the other hand, the
14336Å line appears in the telluric region and is not discussed
by M. Tanaka et al. (2023). The top left panel of Figure 5
shows that the line coincides with a region where the flux of
BD + 44o493 has no absorption, and it is very unlikely that the
feature is caused by the Earth's atmosphere. Since both lines
can be modeled using the VALD gf-values and assumed
abundance of [Gd/H] = 4.0, we can conclude that the two lines
are indeed Gd III lines. Besides Ce III and Sr II (M. Tanaka et al.

Figure 5. Top: uncorrected HR 465 flux and the telluric standard star BD + 44o493 flux around the 14336 Å line (left) and the 17 479 Å line (right). The flux of
BD + 44o493 is corrected for the difference in air mass between the two stars. The telluric absorption features due to the Earth's atmosphere are highlighted by gray
lines. Bottom: comparison of the normalized corrected HR 465 flux, synthetic spectrum without Gd III, and the best-fit synthetic spectrum with abundance
/[ ] =Gd H 4.0 around the 14336 Å line (left) and the 17479 Å line (right). The features around the two Gd III absorption lines are due to the residual of telluric

correction.
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and 2.5 days after the merger. The shift observed between
synthetic spectra with and without Gd III corresponds to the line
with the highest gf-value and the largest Sobolev optical depth
(see Figure 4). It also aligns with the observed feature at
λ ∼ 12000Å that was previously attributed to La III
(N. Domoto et al. 2022). After including Gd III lines, the
absorption feature becomes more prominent, and its center
shifts by about 500Å at 1.5 days. However, the effect of Gd III
decreases with time and becomes negligible at around 3.5 days.

At this point, La III remains the main element explaining the
absorption feature.

5. Discussions

By calculating the synthetic spectra using Gd III atomic data,
we found that the 14336Å line could give a notable
contribution to the kilonova absorption feature at 12000Å,
particularly at early times. This feature was previously
attributed to La III (N. Domoto et al. 2022). We found that

Figure 8. Top: synthetic spectra of kilonova at 1.5, 2.5, and 3.5 days after the merger from top to bottom, calculated with and without Gd III lines. The spectra are
vertically shifted by a constant C for better visualization, with C = 100 and 30 for t = 1.5 and 2.5 days, respectively. The green ticks show the blueshifted wavelengths
of the strongest lines of Gd III (v = 0.15c, 0.11c, and 0.08c for t = 1.5, 2.5, and 3.5 days, respectively). The pink and orange ticks indicate the wavelengths of the
feature-forming lines of La III and Ce III, respectively. The close-up plots highlight the effect of Gd III λ 14336 Å at 1.5 and 2.5 days. Bottom: spectra of AT2017gfo
taken with the Very Large Telescope (blue lines, E. Pian et al. 2017; S. J. Smartt et al. 2017) and the Hubble Space Telescope (purple line, N. R. Tanvir et al. 2017).
Gray-shaded areas show the regions of strong atmospheric absorption. The spectra are shifted with C = 50, 30, and 10 for t = 1.5, 2.5, and 3.5 days, respectively.
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Figure 1. Left: Final abundances for each model as a function of mass number. Black dots show the r-process residual
pattern used for fitting (Prantzos et al. 2020). The residual abundances are scaled to match those for the S model at A = 138.
Vertical dashed lines indicate 48Ca and 88Sr. Right: Abundances for each model at t = 1.5 days as a function of atomic number.
Abundances of an r-process-enhanced star CS 31082-001 (circles, Siqueira Mello et al. 2013) and an r-process-deficient star HD
122563 (diamonds, Honda et al. 2006; Ge from Cowan et al. 2005; Cd and Lu from Roederer et al. 2012) are also shown for
comparison purposes. The abundances of CS 31082-001 and HD 122563 are scaled to those for the S and L models at Z = 40,
respectively. Vertical dashed lines indicate Ca (Z = 20) and Sr (Z = 38).

For the abundance in the ejected matter from a
NS merger, we use a multi-component free-expansion
(mFE) model in Wanajo (2018). This model is con-
structed as an ensemble of the parameterized outflows
with constant velocity, initial entropy, and initial Ye,
which fit the r-process residuals of the solar abundances
(Prantzos et al. 2020). The ranges of velocity (in units
of c), entropy (in units of Boltzmann constant per nu-
cleon, kB/nuc), and Ye are taken to be 0.05–0.30, 10–35,
and 0.01–0.50 with the intervals of 0.05, 5, and 0.01, re-
spectively, as in Wanajo (2018). Here we consider three
models (the left panel of Figure 1): (1) a model that fits
the r-process residuals for A ≥ 88, where A is mass num-
ber, i.e., including those heavier than the first r-process
peak isotopes (A = 80–84), (2) a model that fits those
for A ≥ 69 (including the first r-process peak isotopes)
and 3% of those for A ≥ 100, and (3) a model that fits
those for A ≥ 88 and 1% of those for A < 110. Hereafter
we refer to each model as the Solar (S), Light (L), and
Heavy (H) model, respectively. Note that the S model is
the same as mFE-b in Wanajo (2018) but the r-process
residuals have been updated to those in Prantzos et al.
(2020). The L model exhibits a similar abundance pat-
tern to that of a metal-poor star with weak r-process
signature (e.g., HD122563, Honda et al. 2006; the right
panel of Figure 1). The H model represents a puta-
tive case, e.g., with a contribution from only dynamical
ejecta. Note that the minimum mass number A = 88
for the S and H models corresponds to the dominant
isotope of Sr, the element that has been measured in all

r-process-enhanced stars (e.g., Cowan et al. 2019). We
also performed the same calculations with the minimum
mass number replaced by A = 85 (excluding the first
r-peak and lighter isotopes) and 90 and confirmed that
our results are unaffected by this choice.
Although these models include the abundances with

Z = 1–110, we use only those with Z = 20–100 in our
calculations at t = 1.5 days as shown in the right panel
of Figure 1. The heaviest elements with Z ≥ 101 are
excluded because their mass fractions are very small
(∼ 10−6–10−4) and there is no atomic data for such
heavy elements. The light elements with Z ≤ 19 are also
excluded because their mass fractions are also small, an
order of 10−4, and they do not affect our results (see also
Perego et al. (2020) for the effects of lightest elements).
We summarize the mass fractions of selected elements
for our models in Table 1. The distributions of Ye for
these models are shown in Figure 2 (see also Appendix
B for the distributions of velocity and entropy). As can
be anticipated from the abundance patterns (Figure 1),
the distributions for the L and H models are dominated
by higher (> 0.3) and lower (< 0.3) values of Ye than
those for the S model.

2.2. Results

The strength of bound-bound transitions at t = 1.5
days is displayed in Figure 3. As typical values in the
ejecta (see Section 3), we evaluate the Sobolev optical
depth for the density of ρ = 10−14 g cm−3 and the tem-

X(Sr) ~ 10-2

X(Ca) < 10-5
X(La) > 10-6

X(Ce) ~ 10-4

X(Y) ~ 10-3 - 10-2

X(Te) ~ 10-2

Outer ejecta   
Inner ejecta

“Direct” constraints on nucleosynthesis so far

Figure from Domoto+21
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Spectroscopic experiments 
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Fig. 2. Schematic diagram of the experimental setup.

Fig. 3. LIBS spectrum obtained for an Al-5 wt % La alloy target in an Ar atmosphere.
The inset shows the same spectra but with an enlarged vertical scale. Blue lines indicate
the position of the lines for which the transition probability was obtained in this study.

the NIST ASD. The Gaussian function was fitted to those peaks with
intensity (area), peak center, and width as fitting parameters, and the
intensity was used for plotting Eq. (2) after the efficiency correction.
The resulting Boltzmann plot, shown in the red squares in Fig. 4,
demonstrates fairly good linearity, ensuring that the LTE condition and
the reliability of the used A values are generally good although a few
points deviate from the linear curve. The deviations are considered to
be due to the incompleteness of the LTE conditions, the blending of
unknown emission lines, the inaccuracies in the available A values, or
the combination of them. We confirmed that the final A values obtained
in the present study are not significantly affected by these few deviated
points. The plasma temperature was determined using the slope of the

linear fit, resulting in 5800 ± 250 K. The uncertainty for the data
points was estimated by taking into account (i) the fitting error, (ii)
the uncertainty in the radiometric data of the calibration light source,
and (iii) the uncertainty in the A values (listed in [11]).

For the emission lines with sufficient intensity but without available
A values in the NIST ASD, the logarithmic values (the left side of
Eq. (2)) were determined using the linear curve obtained above and
their upper-level energies Ek as shown by the blue squares in Fig. 4.
The gA values for those lines were then obtained from the logarithmic
value and the intensity obtained by Gaussian fitting. The A values thus
obtained are shown in Table 1. The uncertainty in these values was
estimated by considering (i) uncertainty in the experimental intensity,
(ii) uncertainty in radiometric data of the calibration light source, and
(iii) the confidence interval of the linear function obtained from the
Boltzmann plot. The transition wavelengths, upper and lower energy
values, and J and g values taken from the NIST ASD are also shown.

To assess the reliability of the obtained results, repeated measure-
ments were conducted to investigate the reproducibility. An example
demonstrating the reproducibility of the gA value for the emission line
at 324.513 nm is illustrated in Fig. 5. Fig. 5(a) presents a comparison
of gA values obtained from 10 different sets of spectra. In this assess-
ment, multiple spectra containing 5000 laser shots were measured and
divided into 10 sets containing 500 laser shots each. The solid black line
indicates the mean value, and the dashed lines represent the standard
deviation for these 10 data sets. On the other hand, Fig. 5(b) shows the
gA values measured from the spectrum collected on different days.

Each data was obtained from the spectrum with 1000 laser shots.
The results show good reproducibility within the estimated uncertainty,
demonstrating the reliability of the measured transition probability.
Similar investigations were made for all 32 emission lines, and good
reproducibility was confirmed within the experimental uncertainty,
similar to the results for the 324.513 nm line illustrated in Fig. 5.

The comparisons of the A values between the present study and the
existing literature, such as Bord et al. (1996), Zhiguo et al. (1999), and
Irvine et al. (2022) are shown in Figure 6, where all the A values are
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Table 1
Transition probabilities of 32 La II lines measured in this work. The wavelengths and the level energies are taken from the NIST ASD [5].
Wavelength (nm) Lower Upper A (106 s*1) �A (106 s*1)

E (eV) J g E (eV) J g

324.513 0.172891 2 5 3.992421 3 7 34.5 2.6
324.935 0.172891 2 5 3.987455 1 3 36.6 4.0
326.567 0.321317 2 5 4.116822 2 5 45.1 5.5
330.311 0.234969 1 3 3.987455 1 3 80 13
333.749 0.402992 3 7 4.116822 2 5 177 11
334.456 0.234969 1 3 3.940939 0 1 299 26
337.633 0.321317 2 5 3.992421 3 7 8.1 1.1
338.091 0.321317 2 5 3.987455 1 3 162.4 7.0
365.018 0.000000 2 5 3.395693 2 5 7.46 0.69
370.582 0.772102 2 5 4.116822 2 5 23.5 4.3
385.491 0.772102 2 5 3.987455 1 3 19.5 6.7
403.659 0.916810 0 1 3.987455 1 3 21.8 7.4
404.291 0.926574 4 9 3.992421 3 7 124.0 6.6
405.008 1.955698 3 7 5.016117 2 5 156 41
409.954 1.754126 2 5 4.777621 1 3 169 24
419.236 1.782294 3 7 4.738861 2 5 102 30
420.404 0.708957 1 3 3.657292 2 5 10.17 0.37
421.756 1.946396 4 9 4.885294 3 7 85 15
423.095 1.955698 3 7 4.885294 3 7 39.9 5.0
426.359 1.955698 3 7 4.862865 4 9 196 58
426.950 1.782294 3 7 4.685434 4 9 126 24
429.605 0.772102 2 5 3.657292 2 5 46.6 1.5
435.440 0.916810 0 1 3.763333 1 3 61.9 7.7
452.237 1.251603 2 5 3.992421 3 7 74 11
461.988 1.754126 2 5 4.437088 2 5 69 17
465.550 1.946396 4 9 4.608839 4 9 76 13
466.891 1.782294 3 7 4.437088 2 5 42.0 8.7
467.183 1.955698 3 7 4.608839 4 9 27.2 5.5
469.250 1.754126 2 5 4.395570 3 7 25.6 6.2
474.309 1.782294 3 7 4.395570 3 7 65 10
495.207 2.382299 4 9 4.885294 3 7 20.1 5.2
652.699 0.234969 1 3 2.134007 2 5 0.81 0.10

Fig. 4. Boltzmann plot obtained using experimental line intensity Iki and the gkAki
values taken from Lawler et al. (red squares). The fitted linear function and the 68.3%
confidential interval are shown in the solid black and dashed green lines, respectively.
Blue squares are the data points whose A values are determined in this study.

plotted against the present A values. Thus, the data points should be on
the black solid line with a slope of unity if the literature values coincide
with our values.

The data by Irvine et al. (green squares) were obtained using the
LIBS method similar to the present study. As seen in the figure, they
show general agreement with our values. It is noted that although
Irvine et al. obtained the A value for the 485.058 nm line, we excluded
this line from our analysis because a detailed analysis confirmed the
presence of La I in this emission in the present measurement. The

presence of La I was noticeable from the delay time dependence as the
behavior was substantially different from other La II lines.

The data of Bord et al. (blue squares) are not experimental val-
ues but the estimated values using their recommended calibration of
the Monograph 145 intensity data (Eq. (3) of Ref. [8]). Their values
seem to be systematically smaller than our values, but we consider
that the agreement is rather reasonable considering that their values
are estimated from old literature data with a simple two-parameter
formula.

The data by Zhiguo et al.1 (red squares) were obtained from the
lifetime measured using laser-induced fluorescence and the branching
fractions measured from the emission spectrum of a hollow cathode
lamp. In comparison with their data, several differences are found. We
note that the majority of the discrepancies are found in the transitions
from the 3.98746 eV (32160.99 cm*1) level as shown in Table 2 (these
points are highlighted in circles in Fig. 6). The branching fractions
by Zhiguo et al. are also listed in the table with those from other
literature. We also list the theoretical values calculated by [23] with
the HULLAC code [24], which we convert to LS coupling with the
LSJ code [25]. As seen in the table, branching fractions by Zhiguo
et al. which have a large fraction for the 338.091 nm transition, show
different tendencies compared with other data. Thus, we consider that

1 It is noted that we consider the gkAki values listed in Table 2 of their
paper to be given in 107 s*1 although the unit 108 s*1 is given in the table
heading. Otherwise, they are inconsistent with the gifik values listed in the
same table. It is also noted the error bars used in Fig. 6 and the uncertainties
in Table 2 for their data are not taken from the uncertainty given in Table 2
of their paper but estimated from the uncertainties in the lifetime and the
branching fractions given in their Tables 1 and 2, respectively. For example,
for the 324.935 nm line, the lifetime of the upper level is given as 2.6(2) ns
(7.7% uncertainty), and the branching fraction is given as 0.034(1) (2.9%
uncertainty); thus, the uncertainty in the transition probability should be 8.2%
although 1.0% uncertainty in the gA value is given as 3.90(4).
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Need atomic data to solve  
the ionizaFon/thermal balance 
- Bound-bound (Allowed + Forbidden) 
- Photoioniza*on 
- Electron collision 
- Recombina*on (Radia*ve + Dielectric)

More demand for atomic data: Non-LTE plasma modeling
Sneppen et al.: No early helium features in the kilonova AT2017gfo

Fig. 4. Network Grotrian diagram indicating the dominant pathways entering and leaving any level. The arrow-width shows the transition rate on a
logarithmic scale with the colour indicating the dominant mechanism. At early times the dominant pathways leaving triplet He i is photoionisation.
At later times (as the upper triplet levels are less populated), collisional pathways out of the triplet become increasingly important.

sents that the radiation field decreases for velocity shells increas-
ingly distant from the photosphere.

4.1.1. Radiative transitions (bound-bound)

At all times investigated, radiative transitions within triplet lev-
els dominate over all other processes and thus set the relative
level population. We model the three di↵erent types of radiative
transitions, namely absorption, and spontaneous and stimulated
emission.

We have used A-values for all transitions extracted from
NIST (Kramida et al. 2023). For multiple lines between di↵er-
ent fine structure levels, we sum over the transition’s lower lev-
els and average over all upper states involved (Axner et al. 2004).
Notably, the transition strengths between triplet and singlet states
systematically increase for higher energy levels with particularly
the 1s4d3D–1s4f1F and 1s4f3F–1s4d1D transitions being very
strong, A ⇠ 108 s�1 (Drake 2006). We use the Sobolov escape
probability, Pesc(⌧) = (1 � e�⌧)/⌧, and the blue-wing intensity
from the blackbody model to describe the mean intensity in each
line (e.g following the procedure for homologous fast velocity
fields in Lucy 2002).

We have not included any additional radiative decay mecha-
nisms such as two-photon emission, since these occur on much
longer timescales. In the limit of detailed balance between two

levels, the level population ratios is Boltzmann-distributed with a
geometric dilution factor of 0.5 (as exemplified in Eq. 2, below).
Due to the strong transitions between triplet states this provides
a good approximation of the relative triplet helium populations
at all times investigated.

4.1.2. Collisional transitions

In the low-temperature limit, transitions from triplet to singlet
states are driven by collisions with thermal electrons. We use the
thermally-averaged transition rates from Berrington & Kingston
(1987). When testing the e↵ect of including higher energy levels
(5  n  8), we have assumed e↵ective collisional strengths of
unity between unlisted levels. However, in practice, collisional
transition rates from high-lying levels, due to the their smaller
population, are negligible when compared to low-lying triplet
levels. The rate of ionisation by thermal electrons is negligible
compared to the collisional de-excitation rate, similar to the find-
ings in previous works (e.g. Tarumi et al. 2023).

4.1.3. Photoionisation

The wavelength-dependent photoionisation cross-section, �PI,
for di↵erent levels is taken from Nahar (2010). In the first days
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sents that the radiation field decreases for velocity shells increas-
ingly distant from the photosphere.

4.1.1. Radiative transitions (bound-bound)

At all times investigated, radiative transitions within triplet lev-
els dominate over all other processes and thus set the relative
level population. We model the three di↵erent types of radiative
transitions, namely absorption, and spontaneous and stimulated
emission.

We have used A-values for all transitions extracted from
NIST (Kramida et al. 2023). For multiple lines between di↵er-
ent fine structure levels, we sum over the transition’s lower lev-
els and average over all upper states involved (Axner et al. 2004).
Notably, the transition strengths between triplet and singlet states
systematically increase for higher energy levels with particularly
the 1s4d3D–1s4f1F and 1s4f3F–1s4d1D transitions being very
strong, A ⇠ 108 s�1 (Drake 2006). We use the Sobolov escape
probability, Pesc(⌧) = (1 � e�⌧)/⌧, and the blue-wing intensity
from the blackbody model to describe the mean intensity in each
line (e.g following the procedure for homologous fast velocity
fields in Lucy 2002).

We have not included any additional radiative decay mecha-
nisms such as two-photon emission, since these occur on much
longer timescales. In the limit of detailed balance between two

levels, the level population ratios is Boltzmann-distributed with a
geometric dilution factor of 0.5 (as exemplified in Eq. 2, below).
Due to the strong transitions between triplet states this provides
a good approximation of the relative triplet helium populations
at all times investigated.

4.1.2. Collisional transitions

In the low-temperature limit, transitions from triplet to singlet
states are driven by collisions with thermal electrons. We use the
thermally-averaged transition rates from Berrington & Kingston
(1987). When testing the e↵ect of including higher energy levels
(5  n  8), we have assumed e↵ective collisional strengths of
unity between unlisted levels. However, in practice, collisional
transition rates from high-lying levels, due to the their smaller
population, are negligible when compared to low-lying triplet
levels. The rate of ionisation by thermal electrons is negligible
compared to the collisional de-excitation rate, similar to the find-
ings in previous works (e.g. Tarumi et al. 2023).

4.1.3. Photoionisation

The wavelength-dependent photoionisation cross-section, �PI,
for di↵erent levels is taken from Nahar (2010). In the first days
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• Kilonova light curves 

• Systema*c opacity data are now available: ready for light curve modeling 

• Assessment of accuracy in progress (uncertainty by a factor of ~3)  

• Future: “end-to-end” simulaFons, non-LTE modeling, … 

• Kilonova spectra 

• Several elements have been directly iden*fied: 
Absorp*on: Sr (Z=38), Y (Z=39), La (Z=57), Ce (Z=58), and Gd (Z=64) 
Emission: Te (Z=52)  

• Direct constraints on r-process nucleosynthesis 

• Future: MIR features (JWST), late-phase emission lines, lab measurements, …

Summary
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