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Hirai, Kumano, Nagai, Sudoh                
Phys. Rev. D 75, 094009 (2007)  

2007: First unpolarized FF extraction 
with estimated uncertainties!
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results pp� S0,± X

good description of all RHIC data 
with scale choice P�= pT

example:
STAR forward pions

scale uncertainties sizable

“Kretzer” always much too low
for P = pT

✦ Only flavor singlet combination accessible (u+u, d+d, ...)
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FIG. 6: Same as in Fig. 5 but now for single-inclusive neu-
tral pion production pp → π0X at mid-rapidities |η| ≤ 0.35
measured by PHENIX [19].
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FIG. 7: Same as in Fig. 6 but now for STAR data [20] at
forward rapidities 〈η〉 = 3.3 and 〈η〉 = 3.8, solid and open
squares, respectively.
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FIG. 8: Comparison of the OPAL “tagging probabilities” [14]
for charged pions, ηπ

i , as a function of the minimum xp, see
Eq. (22), with our NLO results (solid lines). Also shown are
the results obtained with the KRE [7] and AKK [9] parame-
terizations, dashed and dotted lines, respectively.

RHIC data in the global analysis is manifold: data at
central rapidities η " 0 and not too large pT are strongly
dominated by gg → gX scattering and hence constrain
the gluon fragmentation Dπ

g . At forward rapidities η " 3
the mixture between quark and gluon fragmentation is
roughly equal. It turns out that for both central and for-
ward rapidities, the fragmentation occurs at fairly large
average 〈z〉 ! 0.5, see, e.g., Fig. 4 in Ref. [45], where
information from SIA and SIDIS is sparse. As in case of
SIDIS, the relevant hard scale of the process, Q = O(pT ),
is much smaller than in SIA, thereby allowing to exploit
evolution effects to further constrain the fragmentation
functions.

The charged separated pion data obtained by
BRAHMS very recently [21] and shown in Fig. 5, nicely
back up the separation of favored and unfavored fragmen-
tation functions obtained from the SIDIS data discussed
above. Another important feature of the BRAHMS and
the RHIC data in general, is the failure of the KRE set
to reproduce them. As can be seen in Figs. 5 - 7, using
the KRE fragmentation one considerably undershoots all
RHIC data. Only by pushing the factorization scales to
the extreme this could be remedied to some extent. This
observation has usually been taken as an indication of an
inadequately small gluon fragmentation function in the
KRE set at intermediate-to-large z and scales of a few
GeV. The fact that the agreement with the PHENIX data
in Fig. 6 is much better at large pT when quark fragmen-
tation becomes more important, supports this picture.

The recent AKK set [9] (as well as the preceding KKP
analysis [8]) are characterized by a much larger gluon
fragmentation function than in KRE and, consequently,
leads to a good description of the PHENIX data and, to
a lesser extent, also of the STAR data. The latter may
suggest the need for an even larger gluon fragmentation
function. As for SIDIS, the KKP or AKK sets cannot
be used to compare to the charge separated BRAHMS

Global analysis
Global analises:

    e+e-, SIDIS, pp: (including uncertainties)

e+e-, pp:
Albino, Kniehl, Kramer                                

Nucl. Phys. B 803, 42 (2008) 

de Florian, Sassot, Stratmann                                      
Phys. Rev. D 75, 114010 (2007) and 

Phys. Rev D 76, 074033 (2007) 

Epele, Llubaroff, Sassot, Stratmann
arXiv:1209.3240 [hep-ph]
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global analysis: results ep semi-incl. DIS

nice description
of HERMES

S± multiplicities

recall:
xKK of no use
for S± data

shaded bands: 
our estimate of 
“Q2–bin effects”
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pp � hX: theory Aversa et al.; Jäger,Schäfer, MS,
Vogelsang; de Florian

dV '

well-know framework: factorization,
NLO corrections

P"S [GeV]

nice data from RHIC:

plus STAR and BRAHMS
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FIG. 6: Same as in Fig. 5 but now for single-inclusive neu-
tral pion production pp → π0X at mid-rapidities |η| ≤ 0.35
measured by PHENIX [19].
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FIG. 7: Same as in Fig. 6 but now for STAR data [20] at
forward rapidities 〈η〉 = 3.3 and 〈η〉 = 3.8, solid and open
squares, respectively.
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FIG. 8: Comparison of the OPAL “tagging probabilities” [14]
for charged pions, ηπ

i , as a function of the minimum xp, see
Eq. (22), with our NLO results (solid lines). Also shown are
the results obtained with the KRE [7] and AKK [9] parame-
terizations, dashed and dotted lines, respectively.

RHIC data in the global analysis is manifold: data at
central rapidities η " 0 and not too large pT are strongly
dominated by gg → gX scattering and hence constrain
the gluon fragmentation Dπ

g . At forward rapidities η " 3
the mixture between quark and gluon fragmentation is
roughly equal. It turns out that for both central and for-
ward rapidities, the fragmentation occurs at fairly large
average 〈z〉 ! 0.5, see, e.g., Fig. 4 in Ref. [45], where
information from SIA and SIDIS is sparse. As in case of
SIDIS, the relevant hard scale of the process, Q = O(pT ),
is much smaller than in SIA, thereby allowing to exploit
evolution effects to further constrain the fragmentation
functions.

The charged separated pion data obtained by
BRAHMS very recently [21] and shown in Fig. 5, nicely
back up the separation of favored and unfavored fragmen-
tation functions obtained from the SIDIS data discussed
above. Another important feature of the BRAHMS and
the RHIC data in general, is the failure of the KRE set
to reproduce them. As can be seen in Figs. 5 - 7, using
the KRE fragmentation one considerably undershoots all
RHIC data. Only by pushing the factorization scales to
the extreme this could be remedied to some extent. This
observation has usually been taken as an indication of an
inadequately small gluon fragmentation function in the
KRE set at intermediate-to-large z and scales of a few
GeV. The fact that the agreement with the PHENIX data
in Fig. 6 is much better at large pT when quark fragmen-
tation becomes more important, supports this picture.

The recent AKK set [9] (as well as the preceding KKP
analysis [8]) are characterized by a much larger gluon
fragmentation function than in KRE and, consequently,
leads to a good description of the PHENIX data and, to
a lesser extent, also of the STAR data. The latter may
suggest the need for an even larger gluon fragmentation
function. As for SIDIS, the KKP or AKK sets cannot
be used to compare to the charge separated BRAHMS

Albino, Kniehl, Kramer                                
Nucl. Phys. B 803, 42 (2008) 

de Florian, Sassot, Stratmann                                      
Phys. Rev. D 75, 114010 (2007) and 

Phys. Rev D 76, 074033 (2007) 
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FIG. 13: Same as in Fig. 4 but now for charged kaons.
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FIG. 16: Same as in Fig. 8 but now for charged kaons.

E. Fragmentation Functions

In this Section we shall present an overall description

of the different fragmentation functions Dπ+,K+

i obtained
in the global fit [48] and perform a comparison with the
KRE [7] and AKK [9] NLO sets based only on SIA data.

The upper panels of Fig. 17 show the fragmenta-
tion functions for positively charged pions at the scale
Q2 = 10 GeV2. As expected, the sum u + ū dominates
over the unfavored distributions ū and s. At large values
of z, there is an important contribution from the valence
u fragmentation, while at small z the sea distribution
dominates and u + ū ! 2ū. In the same limit, it can
be observed that the s fragmentation function turns out

TABLE VIII: Same as in Tab. V but now at LO accuracy.

experiment data rel. norm. data points χ2

type in fit fitted

TPC [15] incl. 0.94 12 12.7

TASSO [17] incl. (34 GeV) 0.94 4 2.6

SLD [16] incl. 0.983 18 18.1

“uds tag” 0.983 10 21.9

“c tag” 0.983 10 18.4

“b tag” 0.983 10 15.0

ALEPH [11] incl. 0.97 13 14.0

DELPHI [12] incl. 1.0 12 1.2

“uds tag” 1.0 12 2.6

“b tag” 1.0 12 4.1

OPAL [14] “u tag” 1.10 5 7.8

“d tag” 1.10 5 10.6

“s tag” 1.10 5 32.9

“c tag” 1.10 5 53.1

“b tag” 1.10 5 19.7

HERMES [18] K+ 1.03 24 23.9

K− 1.03 24 131.2

STAR [20] K0
S 0.95 14 59.0

BRAHMS [21] K+, 〈η〉 = 2.95 1.0 18 36.9

K−, 〈η〉 = 2.95 1.0 18 34.7

TOTAL: 236 520.7

to be smaller than the corresponding ū sea distribution,
as anticipated in Sec. IV A when discussing the value of
the relevant parameter N ′. As can also be noticed from
Fig. 17, charm and gluon fragmentation are quite sizable
and comparable to the one of the light quarks at small z.
This is actually a general feature of heavy quark fragmen-
tation, opposite to the behavior of the usually less rele-
vant heavy quark parton distributions. At this scale, the
bottom channel has not opened yet, but the correspond-
ing distribution can be observed in Fig. 18, where the
same functions are plotted at a higher scale Q2 = M2

Z .
As expected, heavy quark and gluon fragmentation are
rather suppressed at larger values of z.

In the middle and lower panels of Figs. 17 and 18, we
compare our set of fragmentation functions to those from
KRE and AKK, respectively. The largest differences ap-
pear for the unfavored quark and gluon distributions and,
usually, both at large z and near zmin below which frag-
mentation functions cannot be used. Notice that for
AKK, Dπ+

ū is not available for comparison and that their
analysis is limited to z > 0.1 rather than z > zmin = 0.05.
Since AKK tends to overestimate the SIA cross-section
outside the fitted region, i.e., below z = 0.1, any dis-
agreement there is not surprising.

While the discrepancy with KRE for the light quark
distributions are reasonably moderate, there happens to
be a rather large difference at the level of the strange
fragmentation with AKK. The origin of this disagreement
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FIG. 7: Uncertainty bands for the DSS pion FFs estimated with the IH and LM methods at Q2 = 10GeV2 and Q2 = M2
Z .

ton virtuality Q in case of SIA or SIDIS or the transverse
momentum pT in pp collisions. As expected, the obtained
uncertainty bands cover and reflect the typical range of
the statistical errors of the fitted data relative to the best
fit prediction. We note that results very similar to those

shown in Figs. 5 and 6 have been obtained for other ob-
servables depending on pion FFs.

Finally, we address the uncertainty estimates on the
individual parton-to-pion FFs. Figure 7 shows the NLO
DSS zDπ+

i (z,Q2) for i = u + ū, ū, s + s̄, g, c + c̄,
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FIG. 2: (color online) Collision z-vertex distribution in the
PHENIX IR measured by ZDCs in a Vernier scan at

√
s = 200

GeV (points) and calculations from convolution of colliding
bunch intensity profiles along z-axis and including the hour-
glass effect for β∗ = 1 m, for bunches with typical length of
1 m and transverse size of 0.3 mm (histograms); (a) beams
are head-on; (b) one beam is 0.9 mm displaced relative to the
other beam in the horizontal direction (illustrates the hour-
glass effect) and (c) one beam is 0.9 mm displaced relative
to the other beam in the vertical direction. The calculations
include the bunch crossing angle with a vertical projection of
0.15 mrad.

Figure 2b and 2c shows the sensitivity of our data for
the transversely displaced beams to the hour-glass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2a.
The two peaks in Fig. 2b and 2c, caused by the hour-glass
effect, show an overlap of the diverging colliding beams
at large |z| in a particular displaced beam setting from a
Vernier scan. The obvious asymmetry in the two peaks in
Fig. 2c is a result of the non-zero crossing angle between
colliding bunches. In all Vernier scan measurements the
crossing angle was found to be less than 0.2 mrad, which
translates to a negligible correction for Lmachine at

√
s =

62.4 GeV, with a typical bunch length of ∼ 1 m and
bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in p + p collisions at√

s = 62.4 GeV was found to be σBBC = 13.7 mb with a
systematic uncertainty of ±1.5 mb (±11%), i.e. ∼ 40%
of the world-average value of the inelastic p + p scat-
tering cross section at

√
s = 62.4 GeV[14]. Major con-

tributors to the systematic uncertainty are 4% from the
uncertainty in the normalization of bunch intensity mea-
surements and in the calibration of the beam position
measurements in the Vernier scan, 10% from the BBC
trigger efficiency correction of εvertex, and 2% from the
hour-glass correction.

C. π0 cross section results and discussion

Figure 3 presents the inclusive mid-rapidity π0 invari-
ant production cross section at

√
s = 62.4 GeV versus

pT , from pT = 0.5 GeV/c to pT = 7 GeV [23]. An over-
all normalization uncertainty of 11% due to the uncer-
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FIG. 3: (color online) (a) The neutral pion production cross
section at

√
s = 62.4 GeV as a function of pT (circles) and

the results of NLO (solid) and NLL (dashed) pQCD calcula-
tions for the theory scale µ = pT . (b) The relative difference
between the data and NLO pQCD calculations for the three
theory scales µ = pT /2 (upper line), pT (middle line) and
2pT (lower line); experimental uncertainties (excluding the
11% normalization uncertainty) are shown for the µ = pT

curve. (c) The same as b) but for NLL pQCD calculations.

tainty in absolute normalization of the luminosity is not
shown. The analyzed data sample with 0.76 × 109 BBC
triggers corresponded to about 55 nb−1 integrated lumi-
nosity. The measurements fall within the large spread of
ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD cal-
culations at a theory scale µ = pT , where µ represents
equal factorization, renormalization, and fragmentation
scales [11]. The NLL corrections extend the NLO calcu-
lations to include the resummation of extra “threshold”
logarithmic terms which appear in the perturbative ex-
pansion at not very high energies because the initial par-
tons have just enough energy to produce the high pT par-
ton that fragments into a final pion. The MRST2002 par-
ton distribution functions [24] and the fDSS set of frag-
mentation functions [25], which are extracted in NLO,
are used in both NLO and NLL calculations. We have
previously seen that the data are well described by NLO
pQCD with a scale of µ = pT at

√
s = 200 GeV [4, 5]. In

contrast, NLO calculations with the same scale underesti-
mate the π0 cross section at

√
s = 62.4 GeV. At the same

time, it is known that NLO calculations are not always
successful at describing low energy fixed target data [9],
while NLL calculations have been successful [10]. The
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FIG. 2: (color online) Collision z-vertex distribution in the
PHENIX IR measured by ZDCs in a Vernier scan at

√
s = 200

GeV (points) and calculations from convolution of colliding
bunch intensity profiles along z-axis and including the hour-
glass effect for β∗ = 1 m, for bunches with typical length of
1 m and transverse size of 0.3 mm (histograms); (a) beams
are head-on; (b) one beam is 0.9 mm displaced relative to the
other beam in the horizontal direction (illustrates the hour-
glass effect) and (c) one beam is 0.9 mm displaced relative
to the other beam in the vertical direction. The calculations
include the bunch crossing angle with a vertical projection of
0.15 mrad.

Figure 2b and 2c shows the sensitivity of our data for
the transversely displaced beams to the hour-glass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2a.
The two peaks in Fig. 2b and 2c, caused by the hour-glass
effect, show an overlap of the diverging colliding beams
at large |z| in a particular displaced beam setting from a
Vernier scan. The obvious asymmetry in the two peaks in
Fig. 2c is a result of the non-zero crossing angle between
colliding bunches. In all Vernier scan measurements the
crossing angle was found to be less than 0.2 mrad, which
translates to a negligible correction for Lmachine at

√
s =

62.4 GeV, with a typical bunch length of ∼ 1 m and
bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in p + p collisions at√

s = 62.4 GeV was found to be σBBC = 13.7 mb with a
systematic uncertainty of ±1.5 mb (±11%), i.e. ∼ 40%
of the world-average value of the inelastic p + p scat-
tering cross section at

√
s = 62.4 GeV[14]. Major con-

tributors to the systematic uncertainty are 4% from the
uncertainty in the normalization of bunch intensity mea-
surements and in the calibration of the beam position
measurements in the Vernier scan, 10% from the BBC
trigger efficiency correction of εvertex, and 2% from the
hour-glass correction.

C. π0 cross section results and discussion

Figure 3 presents the inclusive mid-rapidity π0 invari-
ant production cross section at

√
s = 62.4 GeV versus

pT , from pT = 0.5 GeV/c to pT = 7 GeV [23]. An over-
all normalization uncertainty of 11% due to the uncer-
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FIG. 3: (color online) (a) The neutral pion production cross
section at

√
s = 62.4 GeV as a function of pT (circles) and

the results of NLO (solid) and NLL (dashed) pQCD calcula-
tions for the theory scale µ = pT . (b) The relative difference
between the data and NLO pQCD calculations for the three
theory scales µ = pT /2 (upper line), pT (middle line) and
2pT (lower line); experimental uncertainties (excluding the
11% normalization uncertainty) are shown for the µ = pT

curve. (c) The same as b) but for NLL pQCD calculations.

tainty in absolute normalization of the luminosity is not
shown. The analyzed data sample with 0.76 × 109 BBC
triggers corresponded to about 55 nb−1 integrated lumi-
nosity. The measurements fall within the large spread of
ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD cal-
culations at a theory scale µ = pT , where µ represents
equal factorization, renormalization, and fragmentation
scales [11]. The NLL corrections extend the NLO calcu-
lations to include the resummation of extra “threshold”
logarithmic terms which appear in the perturbative ex-
pansion at not very high energies because the initial par-
tons have just enough energy to produce the high pT par-
ton that fragments into a final pion. The MRST2002 par-
ton distribution functions [24] and the fDSS set of frag-
mentation functions [25], which are extracted in NLO,
are used in both NLO and NLL calculations. We have
previously seen that the data are well described by NLO
pQCD with a scale of µ = pT at

√
s = 200 GeV [4, 5]. In

contrast, NLO calculations with the same scale underesti-
mate the π0 cross section at

√
s = 62.4 GeV. At the same

time, it is known that NLO calculations are not always
successful at describing low energy fixed target data [9],
while NLL calculations have been successful [10]. The
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PHENIX IR measured by ZDCs in a Vernier scan at

√
s = 200

GeV (points) and calculations from convolution of colliding
bunch intensity profiles along z-axis and including the hour-
glass effect for β∗ = 1 m, for bunches with typical length of
1 m and transverse size of 0.3 mm (histograms); (a) beams
are head-on; (b) one beam is 0.9 mm displaced relative to the
other beam in the horizontal direction (illustrates the hour-
glass effect) and (c) one beam is 0.9 mm displaced relative
to the other beam in the vertical direction. The calculations
include the bunch crossing angle with a vertical projection of
0.15 mrad.

Figure 2b and 2c shows the sensitivity of our data for
the transversely displaced beams to the hour-glass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2a.
The two peaks in Fig. 2b and 2c, caused by the hour-glass
effect, show an overlap of the diverging colliding beams
at large |z| in a particular displaced beam setting from a
Vernier scan. The obvious asymmetry in the two peaks in
Fig. 2c is a result of the non-zero crossing angle between
colliding bunches. In all Vernier scan measurements the
crossing angle was found to be less than 0.2 mrad, which
translates to a negligible correction for Lmachine at

√
s =

62.4 GeV, with a typical bunch length of ∼ 1 m and
bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in p + p collisions at√

s = 62.4 GeV was found to be σBBC = 13.7 mb with a
systematic uncertainty of ±1.5 mb (±11%), i.e. ∼ 40%
of the world-average value of the inelastic p + p scat-
tering cross section at

√
s = 62.4 GeV[14]. Major con-

tributors to the systematic uncertainty are 4% from the
uncertainty in the normalization of bunch intensity mea-
surements and in the calibration of the beam position
measurements in the Vernier scan, 10% from the BBC
trigger efficiency correction of εvertex, and 2% from the
hour-glass correction.

C. π0 cross section results and discussion

Figure 3 presents the inclusive mid-rapidity π0 invari-
ant production cross section at

√
s = 62.4 GeV versus

pT , from pT = 0.5 GeV/c to pT = 7 GeV [23]. An over-
all normalization uncertainty of 11% due to the uncer-
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FIG. 3: (color online) (a) The neutral pion production cross
section at

√
s = 62.4 GeV as a function of pT (circles) and

the results of NLO (solid) and NLL (dashed) pQCD calcula-
tions for the theory scale µ = pT . (b) The relative difference
between the data and NLO pQCD calculations for the three
theory scales µ = pT /2 (upper line), pT (middle line) and
2pT (lower line); experimental uncertainties (excluding the
11% normalization uncertainty) are shown for the µ = pT

curve. (c) The same as b) but for NLL pQCD calculations.

tainty in absolute normalization of the luminosity is not
shown. The analyzed data sample with 0.76 × 109 BBC
triggers corresponded to about 55 nb−1 integrated lumi-
nosity. The measurements fall within the large spread of
ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD cal-
culations at a theory scale µ = pT , where µ represents
equal factorization, renormalization, and fragmentation
scales [11]. The NLL corrections extend the NLO calcu-
lations to include the resummation of extra “threshold”
logarithmic terms which appear in the perturbative ex-
pansion at not very high energies because the initial par-
tons have just enough energy to produce the high pT par-
ton that fragments into a final pion. The MRST2002 par-
ton distribution functions [24] and the fDSS set of frag-
mentation functions [25], which are extracted in NLO,
are used in both NLO and NLL calculations. We have
previously seen that the data are well described by NLO
pQCD with a scale of µ = pT at

√
s = 200 GeV [4, 5]. In

contrast, NLO calculations with the same scale underesti-
mate the π0 cross section at

√
s = 62.4 GeV. At the same

time, it is known that NLO calculations are not always
successful at describing low energy fixed target data [9],
while NLL calculations have been successful [10]. The

PRD79:012003

pp→ π0 X
62.4 GeV

PRL 98, 012002

6

0 2 4 6 8 10 12 14 16 18 20

)3 c
-2

p 
(m

b 
G

eV
3

/dσ3
Ed

-1010

-910

-810

-710

-610

-510

-410

-310

-210

+Xη→p+p
 = 200 GeVs

NLO pQCD

9.7% normalization uncertainty
is not included

/2T = pµ

T
 = pµ

T = 2pµ

 (GeV/c)
T

p
0 2 4 6 8 10 12 14 16 18 20

(D
at

a-
pQ

CD
)/p

Q
CD

-0.5
0

0.5
1

1.5

FIG. 2: Cross section for midrapidity inclusive η production
at

√
s = 200 GeV as a function of pT and its comparison to

NLO pQCD calculations at three different scales µ. The er-
ror bars shown are the statistical and systematic uncertainties
added in quadrature. Not included is the overall normaliza-
tion uncertainty of 9.7%. Note that the fragmentation func-
tions used in the calculations are partially constrained by this
data. See text for details.

C). As described above, the peak extraction is based on
different methods depending on pT . Thus, the pT bins in
certain regions are correlated, but there is no full correla-
tion over the whole range. Such kind of uncertainties are
sub-categorized as type-B1, in order to distinguish from
those correlated over all pT bins (type-B2). All other
uncertainties, except the one from the luminosity mea-
surement (type-C), are assumed to be in this category.
The η cross section from p + p scattering presented

here, together with the above mentioned earlier PHENIX
data in a smaller range in pT , and various η cross section
measurements from e++e− scattering have been used in
a global fit to extract new fragmentation functions for η
production at NLO [18]. Earlier determinations of η frag-
mentation functions based on SU(3) model estimates at
LO and normalizations taken from a Monte Carlo event
generator at NLO are described in Refs. [19, 20] and
Ref. [21], respectively. Due to the absence of data on
semi-inclusive η production the fragmentation functions
can only be extracted separately for each quark flavor
with additional assumptions. The assumption that all

TABLE I: Results, statistical, and systematic (type-B1, type-
B2) uncertainties of the measured η cross sections from the
2006 data set. There is an additional normalization uncer-
tainty of 9.7% (type-C).

pT E d3σ
dp3

Stat. unc. type-B1 type-B2

(GeV/c) (mb GeV−2c3)

2.25 4.12×10−03 2.21×10−04 8.64×10−04 3.17×10−04

2.75 1.33×10−03 6.98×10−05 1.86×10−04 1.02×10−04

3.25 4.14×10−04 1.66×10−06 1.65×10−05 4.09×10−05

3.75 1.40×10−04 7.48×10−07 5.61×10−06 1.39×10−05

4.25 5.28×10−05 3.75×10−07 2.11×10−06 5.33×10−06

4.75 2.28×10−05 2.12×10−07 9.12×10−07 2.30×10−06

5.25 1.01×10−05 1.28×10−07 4.05×10−07 1.02×10−06

5.75 4.95×10−06 8.19×10−08 1.98×10−07 5.00×10−07

6.25 2.48×10−06 5.43×10−08 9.94×10−08 2.51×10−07

6.75 1.39×10−06 3.70×10−08 5.56×10−08 1.40×10−07

7.25 6.87×10−07 2.61×10−08 2.75×10−08 7.07×10−08

7.75 4.50×10−07 1.88×10−08 1.80×10−08 4.63×10−08

8.25 2.67×10−07 1.39×10−08 1.07×10−08 2.75×10−08

8.75 1.59×10−07 1.04×10−08 6.34×10−09 1.63×10−08

9.25 9.63×10−08 7.83×10−09 3.85×10−09 1.03×10−08

9.75 5.24×10−08 5.82×10−09 2.09×10−09 5.60×10−09

10.25 4.33×10−08 4.81×10−09 1.73×10−09 4.81×10−09

10.75 2.66×10−08 3.94×10−09 1.07×10−09 2.96×10−09

11.5 1.68×10−08 1.88×10−09 6.74×10−10 1.87×10−09

12.5 7.37×10−09 1.14×10−09 2.95×10−10 8.55×10−10

13.5 3.70×10−09 7.94×10−10 1.48×10−10 4.48×10−10

14.5 3.19×10−09 6.70×10−10 1.27×10−10 4.05×10−10

15.5 1.20×10−09 3.79×10−10 4.78×10−11 1.52×10−10

17 6.17×10−10 1.74×10−10 2.47×10−11 8.26×10−11

19 1.64×10−10 9.49×10−11 6.57×10−12 2.20×10−11

light quark fragmentation functions are the same, i.e.,
Dη

u = Dη
d = Dη

s = Dη
ū = Dη

d̄
= Dη

s̄ , has been used
in Ref. [18]. Using these fragmentation functions and
the CTEQ6M [22] PDFs as an input to the NLO code
of Ref. [23], pQCD calculations at three different scales
µ are carried out. Here, µ represents the factorization,
renormalization and fragmentation scales, i.e., the three
scales are set equal in each separate calculation. With
these new fragmentation functions, for which the present
data constitute nearly 20% of the input experimental
data points, the cross section is described well.

The contributions of the various scattering subpro-
cesses, gluon–gluon (gg), quark–gluon (qg), and quark–
quark (qq), to the η production as a function of pT , are
shown in Fig. 3. For comparison, they are also shown
in the case of π0 production [24]. While the correspond-
ing uncertainties are difficult to quantify, it is clear that
the subprocess contributions to the η and π0 production
are, within uncertainties, identical up to a pT of approx-
imately 10 GeV/c. This is the kinematic range of the η
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FIG. 2: (color online) Collision z-vertex distribution in the
PHENIX IR measured by ZDCs in a Vernier scan at

√
s = 200

GeV (points) and calculations from convolution of colliding
bunch intensity profiles along z-axis and including the hour-
glass effect for β∗ = 1 m, for bunches with typical length of
1 m and transverse size of 0.3 mm (histograms); (a) beams
are head-on; (b) one beam is 0.9 mm displaced relative to the
other beam in the horizontal direction (illustrates the hour-
glass effect) and (c) one beam is 0.9 mm displaced relative
to the other beam in the vertical direction. The calculations
include the bunch crossing angle with a vertical projection of
0.15 mrad.

Figure 2b and 2c shows the sensitivity of our data for
the transversely displaced beams to the hour-glass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2a.
The two peaks in Fig. 2b and 2c, caused by the hour-glass
effect, show an overlap of the diverging colliding beams
at large |z| in a particular displaced beam setting from a
Vernier scan. The obvious asymmetry in the two peaks in
Fig. 2c is a result of the non-zero crossing angle between
colliding bunches. In all Vernier scan measurements the
crossing angle was found to be less than 0.2 mrad, which
translates to a negligible correction for Lmachine at

√
s =

62.4 GeV, with a typical bunch length of ∼ 1 m and
bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in p + p collisions at√

s = 62.4 GeV was found to be σBBC = 13.7 mb with a
systematic uncertainty of ±1.5 mb (±11%), i.e. ∼ 40%
of the world-average value of the inelastic p + p scat-
tering cross section at

√
s = 62.4 GeV[14]. Major con-

tributors to the systematic uncertainty are 4% from the
uncertainty in the normalization of bunch intensity mea-
surements and in the calibration of the beam position
measurements in the Vernier scan, 10% from the BBC
trigger efficiency correction of εvertex, and 2% from the
hour-glass correction.

C. π0 cross section results and discussion

Figure 3 presents the inclusive mid-rapidity π0 invari-
ant production cross section at

√
s = 62.4 GeV versus

pT , from pT = 0.5 GeV/c to pT = 7 GeV [23]. An over-
all normalization uncertainty of 11% due to the uncer-
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FIG. 3: (color online) (a) The neutral pion production cross
section at

√
s = 62.4 GeV as a function of pT (circles) and

the results of NLO (solid) and NLL (dashed) pQCD calcula-
tions for the theory scale µ = pT . (b) The relative difference
between the data and NLO pQCD calculations for the three
theory scales µ = pT /2 (upper line), pT (middle line) and
2pT (lower line); experimental uncertainties (excluding the
11% normalization uncertainty) are shown for the µ = pT

curve. (c) The same as b) but for NLL pQCD calculations.

tainty in absolute normalization of the luminosity is not
shown. The analyzed data sample with 0.76 × 109 BBC
triggers corresponded to about 55 nb−1 integrated lumi-
nosity. The measurements fall within the large spread of
ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD cal-
culations at a theory scale µ = pT , where µ represents
equal factorization, renormalization, and fragmentation
scales [11]. The NLL corrections extend the NLO calcu-
lations to include the resummation of extra “threshold”
logarithmic terms which appear in the perturbative ex-
pansion at not very high energies because the initial par-
tons have just enough energy to produce the high pT par-
ton that fragments into a final pion. The MRST2002 par-
ton distribution functions [24] and the fDSS set of frag-
mentation functions [25], which are extracted in NLO,
are used in both NLO and NLL calculations. We have
previously seen that the data are well described by NLO
pQCD with a scale of µ = pT at

√
s = 200 GeV [4, 5]. In

contrast, NLO calculations with the same scale underesti-
mate the π0 cross section at

√
s = 62.4 GeV. At the same

time, it is known that NLO calculations are not always
successful at describing low energy fixed target data [9],
while NLL calculations have been successful [10]. The
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FIG. 2: Cross section for midrapidity inclusive η production
at

√
s = 200 GeV as a function of pT and its comparison to

NLO pQCD calculations at three different scales µ. The er-
ror bars shown are the statistical and systematic uncertainties
added in quadrature. Not included is the overall normaliza-
tion uncertainty of 9.7%. Note that the fragmentation func-
tions used in the calculations are partially constrained by this
data. See text for details.

C). As described above, the peak extraction is based on
different methods depending on pT . Thus, the pT bins in
certain regions are correlated, but there is no full correla-
tion over the whole range. Such kind of uncertainties are
sub-categorized as type-B1, in order to distinguish from
those correlated over all pT bins (type-B2). All other
uncertainties, except the one from the luminosity mea-
surement (type-C), are assumed to be in this category.
The η cross section from p + p scattering presented

here, together with the above mentioned earlier PHENIX
data in a smaller range in pT , and various η cross section
measurements from e++e− scattering have been used in
a global fit to extract new fragmentation functions for η
production at NLO [18]. Earlier determinations of η frag-
mentation functions based on SU(3) model estimates at
LO and normalizations taken from a Monte Carlo event
generator at NLO are described in Refs. [19, 20] and
Ref. [21], respectively. Due to the absence of data on
semi-inclusive η production the fragmentation functions
can only be extracted separately for each quark flavor
with additional assumptions. The assumption that all

TABLE I: Results, statistical, and systematic (type-B1, type-
B2) uncertainties of the measured η cross sections from the
2006 data set. There is an additional normalization uncer-
tainty of 9.7% (type-C).

pT E d3σ
dp3

Stat. unc. type-B1 type-B2

(GeV/c) (mb GeV−2c3)

2.25 4.12×10−03 2.21×10−04 8.64×10−04 3.17×10−04

2.75 1.33×10−03 6.98×10−05 1.86×10−04 1.02×10−04

3.25 4.14×10−04 1.66×10−06 1.65×10−05 4.09×10−05

3.75 1.40×10−04 7.48×10−07 5.61×10−06 1.39×10−05

4.25 5.28×10−05 3.75×10−07 2.11×10−06 5.33×10−06

4.75 2.28×10−05 2.12×10−07 9.12×10−07 2.30×10−06

5.25 1.01×10−05 1.28×10−07 4.05×10−07 1.02×10−06

5.75 4.95×10−06 8.19×10−08 1.98×10−07 5.00×10−07

6.25 2.48×10−06 5.43×10−08 9.94×10−08 2.51×10−07

6.75 1.39×10−06 3.70×10−08 5.56×10−08 1.40×10−07

7.25 6.87×10−07 2.61×10−08 2.75×10−08 7.07×10−08

7.75 4.50×10−07 1.88×10−08 1.80×10−08 4.63×10−08

8.25 2.67×10−07 1.39×10−08 1.07×10−08 2.75×10−08

8.75 1.59×10−07 1.04×10−08 6.34×10−09 1.63×10−08

9.25 9.63×10−08 7.83×10−09 3.85×10−09 1.03×10−08

9.75 5.24×10−08 5.82×10−09 2.09×10−09 5.60×10−09

10.25 4.33×10−08 4.81×10−09 1.73×10−09 4.81×10−09

10.75 2.66×10−08 3.94×10−09 1.07×10−09 2.96×10−09

11.5 1.68×10−08 1.88×10−09 6.74×10−10 1.87×10−09

12.5 7.37×10−09 1.14×10−09 2.95×10−10 8.55×10−10

13.5 3.70×10−09 7.94×10−10 1.48×10−10 4.48×10−10

14.5 3.19×10−09 6.70×10−10 1.27×10−10 4.05×10−10

15.5 1.20×10−09 3.79×10−10 4.78×10−11 1.52×10−10

17 6.17×10−10 1.74×10−10 2.47×10−11 8.26×10−11

19 1.64×10−10 9.49×10−11 6.57×10−12 2.20×10−11

light quark fragmentation functions are the same, i.e.,
Dη

u = Dη
d = Dη

s = Dη
ū = Dη

d̄
= Dη

s̄ , has been used
in Ref. [18]. Using these fragmentation functions and
the CTEQ6M [22] PDFs as an input to the NLO code
of Ref. [23], pQCD calculations at three different scales
µ are carried out. Here, µ represents the factorization,
renormalization and fragmentation scales, i.e., the three
scales are set equal in each separate calculation. With
these new fragmentation functions, for which the present
data constitute nearly 20% of the input experimental
data points, the cross section is described well.

The contributions of the various scattering subpro-
cesses, gluon–gluon (gg), quark–gluon (qg), and quark–
quark (qq), to the η production as a function of pT , are
shown in Fig. 3. For comparison, they are also shown
in the case of π0 production [24]. While the correspond-
ing uncertainties are difficult to quantify, it is clear that
the subprocess contributions to the η and π0 production
are, within uncertainties, identical up to a pT of approx-
imately 10 GeV/c. This is the kinematic range of the η
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FIG. 2: (color online) Collision z-vertex distribution in the
PHENIX IR measured by ZDCs in a Vernier scan at

√
s = 200

GeV (points) and calculations from convolution of colliding
bunch intensity profiles along z-axis and including the hour-
glass effect for β∗ = 1 m, for bunches with typical length of
1 m and transverse size of 0.3 mm (histograms); (a) beams
are head-on; (b) one beam is 0.9 mm displaced relative to the
other beam in the horizontal direction (illustrates the hour-
glass effect) and (c) one beam is 0.9 mm displaced relative
to the other beam in the vertical direction. The calculations
include the bunch crossing angle with a vertical projection of
0.15 mrad.

Figure 2b and 2c shows the sensitivity of our data for
the transversely displaced beams to the hour-glass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2a.
The two peaks in Fig. 2b and 2c, caused by the hour-glass
effect, show an overlap of the diverging colliding beams
at large |z| in a particular displaced beam setting from a
Vernier scan. The obvious asymmetry in the two peaks in
Fig. 2c is a result of the non-zero crossing angle between
colliding bunches. In all Vernier scan measurements the
crossing angle was found to be less than 0.2 mrad, which
translates to a negligible correction for Lmachine at

√
s =

62.4 GeV, with a typical bunch length of ∼ 1 m and
bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in p + p collisions at√

s = 62.4 GeV was found to be σBBC = 13.7 mb with a
systematic uncertainty of ±1.5 mb (±11%), i.e. ∼ 40%
of the world-average value of the inelastic p + p scat-
tering cross section at

√
s = 62.4 GeV[14]. Major con-

tributors to the systematic uncertainty are 4% from the
uncertainty in the normalization of bunch intensity mea-
surements and in the calibration of the beam position
measurements in the Vernier scan, 10% from the BBC
trigger efficiency correction of εvertex, and 2% from the
hour-glass correction.

C. π0 cross section results and discussion

Figure 3 presents the inclusive mid-rapidity π0 invari-
ant production cross section at

√
s = 62.4 GeV versus

pT , from pT = 0.5 GeV/c to pT = 7 GeV [23]. An over-
all normalization uncertainty of 11% due to the uncer-
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FIG. 3: (color online) (a) The neutral pion production cross
section at

√
s = 62.4 GeV as a function of pT (circles) and

the results of NLO (solid) and NLL (dashed) pQCD calcula-
tions for the theory scale µ = pT . (b) The relative difference
between the data and NLO pQCD calculations for the three
theory scales µ = pT /2 (upper line), pT (middle line) and
2pT (lower line); experimental uncertainties (excluding the
11% normalization uncertainty) are shown for the µ = pT

curve. (c) The same as b) but for NLL pQCD calculations.

tainty in absolute normalization of the luminosity is not
shown. The analyzed data sample with 0.76 × 109 BBC
triggers corresponded to about 55 nb−1 integrated lumi-
nosity. The measurements fall within the large spread of
ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD cal-
culations at a theory scale µ = pT , where µ represents
equal factorization, renormalization, and fragmentation
scales [11]. The NLL corrections extend the NLO calcu-
lations to include the resummation of extra “threshold”
logarithmic terms which appear in the perturbative ex-
pansion at not very high energies because the initial par-
tons have just enough energy to produce the high pT par-
ton that fragments into a final pion. The MRST2002 par-
ton distribution functions [24] and the fDSS set of frag-
mentation functions [25], which are extracted in NLO,
are used in both NLO and NLL calculations. We have
previously seen that the data are well described by NLO
pQCD with a scale of µ = pT at

√
s = 200 GeV [4, 5]. In

contrast, NLO calculations with the same scale underesti-
mate the π0 cross section at

√
s = 62.4 GeV. At the same

time, it is known that NLO calculations are not always
successful at describing low energy fixed target data [9],
while NLL calculations have been successful [10]. The
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FIG. 2: Cross section for midrapidity inclusive η production
at

√
s = 200 GeV as a function of pT and its comparison to

NLO pQCD calculations at three different scales µ. The er-
ror bars shown are the statistical and systematic uncertainties
added in quadrature. Not included is the overall normaliza-
tion uncertainty of 9.7%. Note that the fragmentation func-
tions used in the calculations are partially constrained by this
data. See text for details.

C). As described above, the peak extraction is based on
different methods depending on pT . Thus, the pT bins in
certain regions are correlated, but there is no full correla-
tion over the whole range. Such kind of uncertainties are
sub-categorized as type-B1, in order to distinguish from
those correlated over all pT bins (type-B2). All other
uncertainties, except the one from the luminosity mea-
surement (type-C), are assumed to be in this category.
The η cross section from p + p scattering presented

here, together with the above mentioned earlier PHENIX
data in a smaller range in pT , and various η cross section
measurements from e++e− scattering have been used in
a global fit to extract new fragmentation functions for η
production at NLO [18]. Earlier determinations of η frag-
mentation functions based on SU(3) model estimates at
LO and normalizations taken from a Monte Carlo event
generator at NLO are described in Refs. [19, 20] and
Ref. [21], respectively. Due to the absence of data on
semi-inclusive η production the fragmentation functions
can only be extracted separately for each quark flavor
with additional assumptions. The assumption that all

TABLE I: Results, statistical, and systematic (type-B1, type-
B2) uncertainties of the measured η cross sections from the
2006 data set. There is an additional normalization uncer-
tainty of 9.7% (type-C).

pT E d3σ
dp3

Stat. unc. type-B1 type-B2

(GeV/c) (mb GeV−2c3)

2.25 4.12×10−03 2.21×10−04 8.64×10−04 3.17×10−04

2.75 1.33×10−03 6.98×10−05 1.86×10−04 1.02×10−04

3.25 4.14×10−04 1.66×10−06 1.65×10−05 4.09×10−05

3.75 1.40×10−04 7.48×10−07 5.61×10−06 1.39×10−05

4.25 5.28×10−05 3.75×10−07 2.11×10−06 5.33×10−06

4.75 2.28×10−05 2.12×10−07 9.12×10−07 2.30×10−06

5.25 1.01×10−05 1.28×10−07 4.05×10−07 1.02×10−06

5.75 4.95×10−06 8.19×10−08 1.98×10−07 5.00×10−07

6.25 2.48×10−06 5.43×10−08 9.94×10−08 2.51×10−07

6.75 1.39×10−06 3.70×10−08 5.56×10−08 1.40×10−07

7.25 6.87×10−07 2.61×10−08 2.75×10−08 7.07×10−08

7.75 4.50×10−07 1.88×10−08 1.80×10−08 4.63×10−08

8.25 2.67×10−07 1.39×10−08 1.07×10−08 2.75×10−08

8.75 1.59×10−07 1.04×10−08 6.34×10−09 1.63×10−08

9.25 9.63×10−08 7.83×10−09 3.85×10−09 1.03×10−08

9.75 5.24×10−08 5.82×10−09 2.09×10−09 5.60×10−09

10.25 4.33×10−08 4.81×10−09 1.73×10−09 4.81×10−09

10.75 2.66×10−08 3.94×10−09 1.07×10−09 2.96×10−09

11.5 1.68×10−08 1.88×10−09 6.74×10−10 1.87×10−09

12.5 7.37×10−09 1.14×10−09 2.95×10−10 8.55×10−10

13.5 3.70×10−09 7.94×10−10 1.48×10−10 4.48×10−10

14.5 3.19×10−09 6.70×10−10 1.27×10−10 4.05×10−10

15.5 1.20×10−09 3.79×10−10 4.78×10−11 1.52×10−10

17 6.17×10−10 1.74×10−10 2.47×10−11 8.26×10−11

19 1.64×10−10 9.49×10−11 6.57×10−12 2.20×10−11

light quark fragmentation functions are the same, i.e.,
Dη

u = Dη
d = Dη

s = Dη
ū = Dη

d̄
= Dη

s̄ , has been used
in Ref. [18]. Using these fragmentation functions and
the CTEQ6M [22] PDFs as an input to the NLO code
of Ref. [23], pQCD calculations at three different scales
µ are carried out. Here, µ represents the factorization,
renormalization and fragmentation scales, i.e., the three
scales are set equal in each separate calculation. With
these new fragmentation functions, for which the present
data constitute nearly 20% of the input experimental
data points, the cross section is described well.

The contributions of the various scattering subpro-
cesses, gluon–gluon (gg), quark–gluon (qg), and quark–
quark (qq), to the η production as a function of pT , are
shown in Fig. 3. For comparison, they are also shown
in the case of π0 production [24]. While the correspond-
ing uncertainties are difficult to quantify, it is clear that
the subprocess contributions to the η and π0 production
are, within uncertainties, identical up to a pT of approx-
imately 10 GeV/c. This is the kinematic range of the η
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FIG. 2: (color online) Collision z-vertex distribution in the
PHENIX IR measured by ZDCs in a Vernier scan at

√
s = 200

GeV (points) and calculations from convolution of colliding
bunch intensity profiles along z-axis and including the hour-
glass effect for β∗ = 1 m, for bunches with typical length of
1 m and transverse size of 0.3 mm (histograms); (a) beams
are head-on; (b) one beam is 0.9 mm displaced relative to the
other beam in the horizontal direction (illustrates the hour-
glass effect) and (c) one beam is 0.9 mm displaced relative
to the other beam in the vertical direction. The calculations
include the bunch crossing angle with a vertical projection of
0.15 mrad.

Figure 2b and 2c shows the sensitivity of our data for
the transversely displaced beams to the hour-glass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2a.
The two peaks in Fig. 2b and 2c, caused by the hour-glass
effect, show an overlap of the diverging colliding beams
at large |z| in a particular displaced beam setting from a
Vernier scan. The obvious asymmetry in the two peaks in
Fig. 2c is a result of the non-zero crossing angle between
colliding bunches. In all Vernier scan measurements the
crossing angle was found to be less than 0.2 mrad, which
translates to a negligible correction for Lmachine at

√
s =

62.4 GeV, with a typical bunch length of ∼ 1 m and
bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in p + p collisions at√

s = 62.4 GeV was found to be σBBC = 13.7 mb with a
systematic uncertainty of ±1.5 mb (±11%), i.e. ∼ 40%
of the world-average value of the inelastic p + p scat-
tering cross section at

√
s = 62.4 GeV[14]. Major con-

tributors to the systematic uncertainty are 4% from the
uncertainty in the normalization of bunch intensity mea-
surements and in the calibration of the beam position
measurements in the Vernier scan, 10% from the BBC
trigger efficiency correction of εvertex, and 2% from the
hour-glass correction.

C. π0 cross section results and discussion

Figure 3 presents the inclusive mid-rapidity π0 invari-
ant production cross section at

√
s = 62.4 GeV versus

pT , from pT = 0.5 GeV/c to pT = 7 GeV [23]. An over-
all normalization uncertainty of 11% due to the uncer-
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FIG. 3: (color online) (a) The neutral pion production cross
section at

√
s = 62.4 GeV as a function of pT (circles) and

the results of NLO (solid) and NLL (dashed) pQCD calcula-
tions for the theory scale µ = pT . (b) The relative difference
between the data and NLO pQCD calculations for the three
theory scales µ = pT /2 (upper line), pT (middle line) and
2pT (lower line); experimental uncertainties (excluding the
11% normalization uncertainty) are shown for the µ = pT

curve. (c) The same as b) but for NLL pQCD calculations.

tainty in absolute normalization of the luminosity is not
shown. The analyzed data sample with 0.76 × 109 BBC
triggers corresponded to about 55 nb−1 integrated lumi-
nosity. The measurements fall within the large spread of
ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD cal-
culations at a theory scale µ = pT , where µ represents
equal factorization, renormalization, and fragmentation
scales [11]. The NLL corrections extend the NLO calcu-
lations to include the resummation of extra “threshold”
logarithmic terms which appear in the perturbative ex-
pansion at not very high energies because the initial par-
tons have just enough energy to produce the high pT par-
ton that fragments into a final pion. The MRST2002 par-
ton distribution functions [24] and the fDSS set of frag-
mentation functions [25], which are extracted in NLO,
are used in both NLO and NLL calculations. We have
previously seen that the data are well described by NLO
pQCD with a scale of µ = pT at

√
s = 200 GeV [4, 5]. In

contrast, NLO calculations with the same scale underesti-
mate the π0 cross section at

√
s = 62.4 GeV. At the same

time, it is known that NLO calculations are not always
successful at describing low energy fixed target data [9],
while NLL calculations have been successful [10]. The
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FIG. 2: Cross section for midrapidity inclusive η production
at

√
s = 200 GeV as a function of pT and its comparison to

NLO pQCD calculations at three different scales µ. The er-
ror bars shown are the statistical and systematic uncertainties
added in quadrature. Not included is the overall normaliza-
tion uncertainty of 9.7%. Note that the fragmentation func-
tions used in the calculations are partially constrained by this
data. See text for details.

C). As described above, the peak extraction is based on
different methods depending on pT . Thus, the pT bins in
certain regions are correlated, but there is no full correla-
tion over the whole range. Such kind of uncertainties are
sub-categorized as type-B1, in order to distinguish from
those correlated over all pT bins (type-B2). All other
uncertainties, except the one from the luminosity mea-
surement (type-C), are assumed to be in this category.
The η cross section from p + p scattering presented

here, together with the above mentioned earlier PHENIX
data in a smaller range in pT , and various η cross section
measurements from e++e− scattering have been used in
a global fit to extract new fragmentation functions for η
production at NLO [18]. Earlier determinations of η frag-
mentation functions based on SU(3) model estimates at
LO and normalizations taken from a Monte Carlo event
generator at NLO are described in Refs. [19, 20] and
Ref. [21], respectively. Due to the absence of data on
semi-inclusive η production the fragmentation functions
can only be extracted separately for each quark flavor
with additional assumptions. The assumption that all

TABLE I: Results, statistical, and systematic (type-B1, type-
B2) uncertainties of the measured η cross sections from the
2006 data set. There is an additional normalization uncer-
tainty of 9.7% (type-C).

pT E d3σ
dp3

Stat. unc. type-B1 type-B2

(GeV/c) (mb GeV−2c3)

2.25 4.12×10−03 2.21×10−04 8.64×10−04 3.17×10−04

2.75 1.33×10−03 6.98×10−05 1.86×10−04 1.02×10−04

3.25 4.14×10−04 1.66×10−06 1.65×10−05 4.09×10−05

3.75 1.40×10−04 7.48×10−07 5.61×10−06 1.39×10−05

4.25 5.28×10−05 3.75×10−07 2.11×10−06 5.33×10−06

4.75 2.28×10−05 2.12×10−07 9.12×10−07 2.30×10−06

5.25 1.01×10−05 1.28×10−07 4.05×10−07 1.02×10−06

5.75 4.95×10−06 8.19×10−08 1.98×10−07 5.00×10−07

6.25 2.48×10−06 5.43×10−08 9.94×10−08 2.51×10−07

6.75 1.39×10−06 3.70×10−08 5.56×10−08 1.40×10−07

7.25 6.87×10−07 2.61×10−08 2.75×10−08 7.07×10−08

7.75 4.50×10−07 1.88×10−08 1.80×10−08 4.63×10−08

8.25 2.67×10−07 1.39×10−08 1.07×10−08 2.75×10−08

8.75 1.59×10−07 1.04×10−08 6.34×10−09 1.63×10−08

9.25 9.63×10−08 7.83×10−09 3.85×10−09 1.03×10−08

9.75 5.24×10−08 5.82×10−09 2.09×10−09 5.60×10−09

10.25 4.33×10−08 4.81×10−09 1.73×10−09 4.81×10−09

10.75 2.66×10−08 3.94×10−09 1.07×10−09 2.96×10−09

11.5 1.68×10−08 1.88×10−09 6.74×10−10 1.87×10−09

12.5 7.37×10−09 1.14×10−09 2.95×10−10 8.55×10−10

13.5 3.70×10−09 7.94×10−10 1.48×10−10 4.48×10−10

14.5 3.19×10−09 6.70×10−10 1.27×10−10 4.05×10−10

15.5 1.20×10−09 3.79×10−10 4.78×10−11 1.52×10−10

17 6.17×10−10 1.74×10−10 2.47×10−11 8.26×10−11

19 1.64×10−10 9.49×10−11 6.57×10−12 2.20×10−11

light quark fragmentation functions are the same, i.e.,
Dη

u = Dη
d = Dη

s = Dη
ū = Dη

d̄
= Dη

s̄ , has been used
in Ref. [18]. Using these fragmentation functions and
the CTEQ6M [22] PDFs as an input to the NLO code
of Ref. [23], pQCD calculations at three different scales
µ are carried out. Here, µ represents the factorization,
renormalization and fragmentation scales, i.e., the three
scales are set equal in each separate calculation. With
these new fragmentation functions, for which the present
data constitute nearly 20% of the input experimental
data points, the cross section is described well.

The contributions of the various scattering subpro-
cesses, gluon–gluon (gg), quark–gluon (qg), and quark–
quark (qq), to the η production as a function of pT , are
shown in Fig. 3. For comparison, they are also shown
in the case of π0 production [24]. While the correspond-
ing uncertainties are difficult to quantify, it is clear that
the subprocess contributions to the η and π0 production
are, within uncertainties, identical up to a pT of approx-
imately 10 GeV/c. This is the kinematic range of the η
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FIG. 3. Pseudorapidity vs. tangent of the azimuthal angle
of the di-photon center of mass, for Eγγ > 50 GeV. LEFT:
0.08 < Mγγ < 0.19 GeV/c2, RIGHT: 0.45 < Mγγ < 0.65
GeV/c2. The filled boxes indicate events that pass the center
cut (Eq. (3)).

opment, the agreement in the widths of mass peaks be-
tween the simulation and data has been improved signif-
icantly over previous analyses [12, 20, 21]. Furthermore,
the data-simulation agreement in the continuum region
between the π0 and η peaks is very good, allowing for a
simulation-based background estimation for the η signal.
Corrections for the remaining data-simulation discrepan-
cies in mass resolution were applied to the cross-section
measurements. The η to π0 cross-section ratio in the
simulation has been set at 0.45 to be consistent with the
data. The bottom panel of Fig. 2 shows the invariant
mass dependence of AN , which exhibits a suppression in
the continuum region. Within the large statistical uncer-
tainty, the asymmetry for this region does not show a sig-
nificant xF dependence. In the simulation, this mass re-
gion is dominated by approximately equal contributions
from a pair of photons from two different π0 decays, and
a charged hadron combined with a photon.

The energy resolution of the FPD is estimated to be
about 7 to 8% of the total energy based on the com-
parison of invariant mass and di-photon separation dis-
tributions between data and Cherenkov shower simula-
tion. Coupled to the rapidly falling cross-section in en-
ergy, more than half of events in any measured energy
bin originate from lower true energy bins. For the cross-
section measurements, we unfolded the energy smearing
by applying the Bayesian iterative method [31] to the
smearing matrices obtained from the simulation. The
unfolding procedure combines the statistical and system-
atic uncertainties from the original data points.

The upper panel of Fig. 4 shows the differential cross-
sections for π0 and η. The center cut (Eq. (3)) was
imposed on both mesons. Full pythia + geant simu-
lations were used to obtain the detector efficiency cor-
rections including the η → 2γ branching ratio. Also
shown are the previously published STAR results for the
π0 cross-section in similar kinematic regions. The error
band corresponds to the NLO pQCD theory prediction
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FIG. 4. (color online) Differential production cross-sections
for π0 and η at average pseudorapidity of 3.68. Also shown are
the previously published STAR results for similar kinematics
[21] and a NLO pQCD calculation of the π0 cross-section [32].
The error band represents the uncertainty in the calculation
due to scale variations. The η to π0 cross-section ratio is
shown in the bottom panel. The error bars indicate the total
statistical and systematic uncertainties.

for the π0 cross-section [32], based on the CTEQ6M5 par-
ton distribution function [33] and the DSS fragmentation
function [34]. The uncertainty for the theory prediction
was obtained by increasing the factorization and renor-
malization scales from µ = pT to µ = 2pT . We note
that the DSS fragmentation function includes in the fit
the previously published STAR results at pseudorapid-
ity of 3.3 and 3.8 [20], along with other RHIC results.
The error bars include both statistical and systematic
uncertainties. The major sources of systematic uncer-
tainties are the absolute energy calibration uncertainty
of 3%, which dominates the π0 cross-section, and the un-
certainty from the unfolding process, which dominates
the η cross-section at high energies. The normalization
uncertainty was estimated at 12.5%, including the un-
certainty of the BBC coincidence cross-section of 7.6%
[30].

The lower panel of Fig. 4 shows the η to π0 cross-
section ratio, which is found to be around 50%. The
error bars include both statistical and systematic uncer-
tainties. The latter is dominated by the 1.5% relative
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opment, the agreement in the widths of mass peaks be-
tween the simulation and data has been improved signif-
icantly over previous analyses [12, 20, 21]. Furthermore,
the data-simulation agreement in the continuum region
between the π0 and η peaks is very good, allowing for a
simulation-based background estimation for the η signal.
Corrections for the remaining data-simulation discrepan-
cies in mass resolution were applied to the cross-section
measurements. The η to π0 cross-section ratio in the
simulation has been set at 0.45 to be consistent with the
data. The bottom panel of Fig. 2 shows the invariant
mass dependence of AN , which exhibits a suppression in
the continuum region. Within the large statistical uncer-
tainty, the asymmetry for this region does not show a sig-
nificant xF dependence. In the simulation, this mass re-
gion is dominated by approximately equal contributions
from a pair of photons from two different π0 decays, and
a charged hadron combined with a photon.

The energy resolution of the FPD is estimated to be
about 7 to 8% of the total energy based on the com-
parison of invariant mass and di-photon separation dis-
tributions between data and Cherenkov shower simula-
tion. Coupled to the rapidly falling cross-section in en-
ergy, more than half of events in any measured energy
bin originate from lower true energy bins. For the cross-
section measurements, we unfolded the energy smearing
by applying the Bayesian iterative method [31] to the
smearing matrices obtained from the simulation. The
unfolding procedure combines the statistical and system-
atic uncertainties from the original data points.

The upper panel of Fig. 4 shows the differential cross-
sections for π0 and η. The center cut (Eq. (3)) was
imposed on both mesons. Full pythia + geant simu-
lations were used to obtain the detector efficiency cor-
rections including the η → 2γ branching ratio. Also
shown are the previously published STAR results for the
π0 cross-section in similar kinematic regions. The error
band corresponds to the NLO pQCD theory prediction
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FIG. 4. (color online) Differential production cross-sections
for π0 and η at average pseudorapidity of 3.68. Also shown are
the previously published STAR results for similar kinematics
[21] and a NLO pQCD calculation of the π0 cross-section [32].
The error band represents the uncertainty in the calculation
due to scale variations. The η to π0 cross-section ratio is
shown in the bottom panel. The error bars indicate the total
statistical and systematic uncertainties.

for the π0 cross-section [32], based on the CTEQ6M5 par-
ton distribution function [33] and the DSS fragmentation
function [34]. The uncertainty for the theory prediction
was obtained by increasing the factorization and renor-
malization scales from µ = pT to µ = 2pT . We note
that the DSS fragmentation function includes in the fit
the previously published STAR results at pseudorapid-
ity of 3.3 and 3.8 [20], along with other RHIC results.
The error bars include both statistical and systematic
uncertainties. The major sources of systematic uncer-
tainties are the absolute energy calibration uncertainty
of 3%, which dominates the π0 cross-section, and the un-
certainty from the unfolding process, which dominates
the η cross-section at high energies. The normalization
uncertainty was estimated at 12.5%, including the un-
certainty of the BBC coincidence cross-section of 7.6%
[30].

The lower panel of Fig. 4 shows the η to π0 cross-
section ratio, which is found to be around 50%. The
error bars include both statistical and systematic uncer-
tainties. The latter is dominated by the 1.5% relative
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the STAR geometry and selecting events that pass vari-
ous detector thresholds present in real events. Consisten-
cies of spectra from minimum bias datasets and between
charged and neutral hadrons in the overlapping pT range
were utilized to check the trigger corrections.

The dE/dx measured in the TPC was used to iden-
tify π±, K±, and p(p̄) at 3 < pT < 15 GeV/c at mid-
rapidity [14, 22, 23]. The pion, kaon, and proton yields
were extracted from a three-Gaussian fit to the inclusive
positively or negatively charged particle dE/dx distribu-
tions at a given momentum. The re-calibrated dE/dx
in the TPC [21] enabled us to measure high-pT kaons.
K0

S → π+ + π− decays were identified through the V0
topology [24]. The ρ0 → π++π− yields were obtained us-
ing cocktail methods, after like-sign π+π+ and π−π− pair
invariant mass distribution backgrounds were subtracted
from unlike-sign π+π− pair distributions [25]. For the
line shape of ρ0 → π+ + π−, the procedure and formula
in [25] were used with the ρ0 mass at 775 MeV and Breit-
Wigner width 155 MeV [26]. The possible σ0 particle [27]
(mass at ≈ 600 MeV and Breit-Wigner width scanning
from 100 to 500 MeV) was included in the cocktail fit as
part of the systematic study on effect of other contribu-
tions on ρ0 yields. This results in ±20% systematic error
in ρ0 yields and improves the χ2 per degree of freedom
(χ2/NDF ) up to a factor of 3 to be around unity. The
fit with best χ2/NDF was used to obtain the default ρ0

yields, where the σ0/ρ0 ratio is about 25% independent
of pT . An additional systematic check was performed
using the modified Soeding parametrization for a possi-
ble interference effect [28] on ρ0 line shape. This results
in larger χ2/NDF and ρ0 yields are within the stated
systematic uncertainty.

Acceptance and efficiency corrections were studied by
Monte Carlo GEANT simulations. Weak-decay feed-
down contributions (e.g. K0

S → π+ + π−) are subtracted
from the pion spectra [14]. Inclusive p and p̄ produc-
tion are presented, without hyperon feed-down subtrac-
tion [14]. In central Au+Au collisions, systematic errors
for K0

S yields are 4–10% [29], and those for ρ0 yields
are 32%, dominated by signal reconstructions (20%) and
cocktail fits (20%). The systematic errors from low to
high pT for π±, K±, p, and p̄ in p+p collisions in-
clude uncertainties in efficiency (≈ 5%), dE/dx position
and width (5–70%), momentum distortion due to charge
build-up in the TPC volume (0–12%), the smearing of the
measured spectra due to momentum resolution (0–7%),
and trigger correction factors (40–10%). Systematic un-
certainties for K0

S and ρ0 yields in p+p collisions include
uncertainties in trigger enhancement factors and biases
(<20%), momentum resolution (1–20%), efficiency (5%),
and cocktail fits of ρ0 yields (20%). The normalization
uncertainties on the invariant yields and cross sections
are 8% and 14% in p+p collisions, respectively. The can-
cellation of the correlated systematic errors is taken into
account for the particle ratios.

The invariant yields d2N/(2πpTdpTdy) of π±, K±,
K0

S , ρ0, p, and p̄ from p+p collisions, and those of
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FIG. 1: (Color Online) The invariant yields
d2N/(2πpT dpTdy) of π±, K±, K0

S , ρ0, p, and p̄ from
non-singly diffractive p+p collisions (σ

NSD
= 30.0 ± 3.5

mb [5]), those of K + p(p̄), K0
S, and ρ0 in central Au+Au

collisions, and NLO calculations with AKK [9] and DSS [10]
FFs. The uncertainty of yields due to the scale dependence
as evaluated in [10] is about a factor of 2. Bars and boxes
(bands) represent statistical and systematic uncertainties,
respectively.

K + p(p̄), K0
S, and ρ0 in central Au+Au collisions are

shown in Fig. 1. In p+p collisions, our measurements
are consistent with those from minimum bias collisions
within systematic errors in the overlapping pT region [23].
The K± and K0

S yields are consistent within statistical
and systematic uncertainties, which verifies that the JP
trigger condition for the K± measurement was correctly
accounted for in the simulation. Also shown in Fig. 1 are
the NLO calculations for π±, K±, p, and p̄ spectra based
on AKK [9] and DSS [10] FFs. Both calculations are con-
sistent with the charged pion spectra in p+p collisions,
but deviate from the kaon and proton spectra.
In Fig. 2, particle ratios are shown as star symbols as a

function of pT from p+p collisions. Our results are con-
sistent with minimum bias results [23] in the overlapping
pT region and are extended to pT ≈ 15 GeV/c. We show
for the first time that at this collision energy, π−/π+, p̄/p,
and K−/K+ ratios decrease with increasing pT in p+p
collisions at mid-rapidity. This indicates relatively larger
valence quark contributions to π+, K+, and p at high pT
than to their respective antiparticles. The NLO pQCD
calculations with DSS and AKK FFs are consistent with
the π−/π+ ratio but deviate from most of the other ra-
tios measured. In the past, flavor-separated quark and
gluon FFs were usually poorly determined for particles
carrying a high fraction of the parton energy. Our mea-
surements in p+p collisions provide necessary constraints
on the FFs in these ranges, which is crucial for the jet
quenching studies at RHIC. Also shown in Fig. 2 are the
p/π+ and p̄/π− ratios in central Au+Au collisions with
central values same as in [14] and updated uncertainties
at high pT . For pT > 6 GeV/c, the errors of p/π+ and
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GeV/c2. The filled boxes indicate events that pass the center
cut (Eq. (3)).

opment, the agreement in the widths of mass peaks be-
tween the simulation and data has been improved signif-
icantly over previous analyses [12, 20, 21]. Furthermore,
the data-simulation agreement in the continuum region
between the π0 and η peaks is very good, allowing for a
simulation-based background estimation for the η signal.
Corrections for the remaining data-simulation discrepan-
cies in mass resolution were applied to the cross-section
measurements. The η to π0 cross-section ratio in the
simulation has been set at 0.45 to be consistent with the
data. The bottom panel of Fig. 2 shows the invariant
mass dependence of AN , which exhibits a suppression in
the continuum region. Within the large statistical uncer-
tainty, the asymmetry for this region does not show a sig-
nificant xF dependence. In the simulation, this mass re-
gion is dominated by approximately equal contributions
from a pair of photons from two different π0 decays, and
a charged hadron combined with a photon.

The energy resolution of the FPD is estimated to be
about 7 to 8% of the total energy based on the com-
parison of invariant mass and di-photon separation dis-
tributions between data and Cherenkov shower simula-
tion. Coupled to the rapidly falling cross-section in en-
ergy, more than half of events in any measured energy
bin originate from lower true energy bins. For the cross-
section measurements, we unfolded the energy smearing
by applying the Bayesian iterative method [31] to the
smearing matrices obtained from the simulation. The
unfolding procedure combines the statistical and system-
atic uncertainties from the original data points.

The upper panel of Fig. 4 shows the differential cross-
sections for π0 and η. The center cut (Eq. (3)) was
imposed on both mesons. Full pythia + geant simu-
lations were used to obtain the detector efficiency cor-
rections including the η → 2γ branching ratio. Also
shown are the previously published STAR results for the
π0 cross-section in similar kinematic regions. The error
band corresponds to the NLO pQCD theory prediction

0.3 0.4 0.5 0.6 0.7

)2
G

eV
⁄3

b 
c

µ (3
dp⁄σ3

E 
d

-610

-510

-410

-310

-210

-110

1

10

210  = 200 GeV s + X at  η, 0π →STAR   p + p 

>=3.68η   <0π

>=3.68η    < η

>=3.68η   NLO pQCD  <0π

 97  (2006)PRL
>=4.0η  STAR 2003  <0π

>=3.8η  STAR 2002  <0π

>=3.3η  STAR 2002  <0π

Fx
0.3 0.4 0.5 0.6 0.7

 ra
tio

0 π
 / η

0

0.5

1
STAR

FIG. 4. (color online) Differential production cross-sections
for π0 and η at average pseudorapidity of 3.68. Also shown are
the previously published STAR results for similar kinematics
[21] and a NLO pQCD calculation of the π0 cross-section [32].
The error band represents the uncertainty in the calculation
due to scale variations. The η to π0 cross-section ratio is
shown in the bottom panel. The error bars indicate the total
statistical and systematic uncertainties.

for the π0 cross-section [32], based on the CTEQ6M5 par-
ton distribution function [33] and the DSS fragmentation
function [34]. The uncertainty for the theory prediction
was obtained by increasing the factorization and renor-
malization scales from µ = pT to µ = 2pT . We note
that the DSS fragmentation function includes in the fit
the previously published STAR results at pseudorapid-
ity of 3.3 and 3.8 [20], along with other RHIC results.
The error bars include both statistical and systematic
uncertainties. The major sources of systematic uncer-
tainties are the absolute energy calibration uncertainty
of 3%, which dominates the π0 cross-section, and the un-
certainty from the unfolding process, which dominates
the η cross-section at high energies. The normalization
uncertainty was estimated at 12.5%, including the un-
certainty of the BBC coincidence cross-section of 7.6%
[30].

The lower panel of Fig. 4 shows the η to π0 cross-
section ratio, which is found to be around 50%. The
error bars include both statistical and systematic uncer-
tainties. The latter is dominated by the 1.5% relative
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the STAR geometry and selecting events that pass vari-
ous detector thresholds present in real events. Consisten-
cies of spectra from minimum bias datasets and between
charged and neutral hadrons in the overlapping pT range
were utilized to check the trigger corrections.

The dE/dx measured in the TPC was used to iden-
tify π±, K±, and p(p̄) at 3 < pT < 15 GeV/c at mid-
rapidity [14, 22, 23]. The pion, kaon, and proton yields
were extracted from a three-Gaussian fit to the inclusive
positively or negatively charged particle dE/dx distribu-
tions at a given momentum. The re-calibrated dE/dx
in the TPC [21] enabled us to measure high-pT kaons.
K0

S → π+ + π− decays were identified through the V0
topology [24]. The ρ0 → π++π− yields were obtained us-
ing cocktail methods, after like-sign π+π+ and π−π− pair
invariant mass distribution backgrounds were subtracted
from unlike-sign π+π− pair distributions [25]. For the
line shape of ρ0 → π+ + π−, the procedure and formula
in [25] were used with the ρ0 mass at 775 MeV and Breit-
Wigner width 155 MeV [26]. The possible σ0 particle [27]
(mass at ≈ 600 MeV and Breit-Wigner width scanning
from 100 to 500 MeV) was included in the cocktail fit as
part of the systematic study on effect of other contribu-
tions on ρ0 yields. This results in ±20% systematic error
in ρ0 yields and improves the χ2 per degree of freedom
(χ2/NDF ) up to a factor of 3 to be around unity. The
fit with best χ2/NDF was used to obtain the default ρ0

yields, where the σ0/ρ0 ratio is about 25% independent
of pT . An additional systematic check was performed
using the modified Soeding parametrization for a possi-
ble interference effect [28] on ρ0 line shape. This results
in larger χ2/NDF and ρ0 yields are within the stated
systematic uncertainty.

Acceptance and efficiency corrections were studied by
Monte Carlo GEANT simulations. Weak-decay feed-
down contributions (e.g. K0

S → π+ + π−) are subtracted
from the pion spectra [14]. Inclusive p and p̄ produc-
tion are presented, without hyperon feed-down subtrac-
tion [14]. In central Au+Au collisions, systematic errors
for K0

S yields are 4–10% [29], and those for ρ0 yields
are 32%, dominated by signal reconstructions (20%) and
cocktail fits (20%). The systematic errors from low to
high pT for π±, K±, p, and p̄ in p+p collisions in-
clude uncertainties in efficiency (≈ 5%), dE/dx position
and width (5–70%), momentum distortion due to charge
build-up in the TPC volume (0–12%), the smearing of the
measured spectra due to momentum resolution (0–7%),
and trigger correction factors (40–10%). Systematic un-
certainties for K0

S and ρ0 yields in p+p collisions include
uncertainties in trigger enhancement factors and biases
(<20%), momentum resolution (1–20%), efficiency (5%),
and cocktail fits of ρ0 yields (20%). The normalization
uncertainties on the invariant yields and cross sections
are 8% and 14% in p+p collisions, respectively. The can-
cellation of the correlated systematic errors is taken into
account for the particle ratios.

The invariant yields d2N/(2πpTdpTdy) of π±, K±,
K0

S , ρ0, p, and p̄ from p+p collisions, and those of

4 6 8 10 12 14

]
−2 )c

 [(
G

eV
/

dy
)

T
dp

Tp  π2
N

/(
2 d

−1410

−1110

−810

−510

−210
 +π

0.1 ×
 S

0K
0.1 × +K

 0.001 × p
10 × 0ρ

 AKK 2008+
 AKK 2008−
 DSS+
 DSS−

p+p

4 6 8 10 12 14

−14

−11

−8

−5

−2

 −π
0.1 × 

−K
 0.001 × p

0ρ
S
0K

p + +K
p + 

−K

p+p

Au+Au central

)c (GeV/
T

p

FIG. 1: (Color Online) The invariant yields
d2N/(2πpT dpTdy) of π±, K±, K0

S , ρ0, p, and p̄ from
non-singly diffractive p+p collisions (σ

NSD
= 30.0 ± 3.5

mb [5]), those of K + p(p̄), K0
S, and ρ0 in central Au+Au

collisions, and NLO calculations with AKK [9] and DSS [10]
FFs. The uncertainty of yields due to the scale dependence
as evaluated in [10] is about a factor of 2. Bars and boxes
(bands) represent statistical and systematic uncertainties,
respectively.

K + p(p̄), K0
S, and ρ0 in central Au+Au collisions are

shown in Fig. 1. In p+p collisions, our measurements
are consistent with those from minimum bias collisions
within systematic errors in the overlapping pT region [23].
The K± and K0

S yields are consistent within statistical
and systematic uncertainties, which verifies that the JP
trigger condition for the K± measurement was correctly
accounted for in the simulation. Also shown in Fig. 1 are
the NLO calculations for π±, K±, p, and p̄ spectra based
on AKK [9] and DSS [10] FFs. Both calculations are con-
sistent with the charged pion spectra in p+p collisions,
but deviate from the kaon and proton spectra.
In Fig. 2, particle ratios are shown as star symbols as a

function of pT from p+p collisions. Our results are con-
sistent with minimum bias results [23] in the overlapping
pT region and are extended to pT ≈ 15 GeV/c. We show
for the first time that at this collision energy, π−/π+, p̄/p,
and K−/K+ ratios decrease with increasing pT in p+p
collisions at mid-rapidity. This indicates relatively larger
valence quark contributions to π+, K+, and p at high pT
than to their respective antiparticles. The NLO pQCD
calculations with DSS and AKK FFs are consistent with
the π−/π+ ratio but deviate from most of the other ra-
tios measured. In the past, flavor-separated quark and
gluon FFs were usually poorly determined for particles
carrying a high fraction of the parton energy. Our mea-
surements in p+p collisions provide necessary constraints
on the FFs in these ranges, which is crucial for the jet
quenching studies at RHIC. Also shown in Fig. 2 are the
p/π+ and p̄/π− ratios in central Au+Au collisions with
central values same as in [14] and updated uncertainties
at high pT . For pT > 6 GeV/c, the errors of p/π+ and
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FIG. 3: Top) Comparison of invariant cross sections for π−, K+, p̄ and p at y=2.95 and NLO calculations with factorization
and renormalization scales set equal to pT . The mKKP set of fragmentation functions (solid red line on-line) produce the best
agreement with the π− and K+ data. The p and p̄ are compared with the calculation using the AKK set divided by 2 (dashed
red line in on-line version), see text for details. Bottom) Relative differences between data and calculations. The top smooth
curves show the effect of setting µ = 2pT and the bottom curves µ = 1/2pT . For the baryons the (red) filled triangles show p
data vs the AKK/2 set.

momentum but deteriorates at higher momenta.
An updated version of FFs that we refer to as the

“Albino, Kniehl and Kramer” (AKK) set has been ex-
tracted from more data made available recently [23]. It
reproduces well the p + p̄ distributions measured at mid-
rapidity by the STAR collaboration [24]. At high rapid-
ity, the contribution from gluons fragmenting into p or p̄
is dominant in this new set of FFs (≥ 80% for pT < 5
GeV/c [18]), and the calculated cross sections for both
particles consequently have nearly the same magnitude.
We thus compare the measured cross sections for p and
p̄ to the NLO calculation using the AKK FFs divided by
2 in the right-most panel of Fig. 3. The calculation is
close to the measured p cross section but it is almost an
order of magnitude higher than the measured p̄ distribu-
tion. We conclude that the AKK FFs cannot be used to
describe baryon yields at high rapidity because they fail
to reproduce the measured abundance of p̄ with respect
to p. We have ruled out the use of the standard KKP
FFs because they produce p + p̄ cross sections that are
smaller by a factor of ∼ 10 compared to the measurement
(not shown).

In summary, unbiased invariant cross sections of identi-

fied charged particles as function of pT were measured at
high rapidity in p+p collisions at

√
s = 200 GeV. NLO

pQCD calculations reproduce reasonably well the pro-
duced particle (pions and kaons) distributions but p and
p̄ cannot simultaneously be described well by any of the
available FFs. These results may show a limitation of
the factorized description of p+p cross sections, perhaps
because it does not include the effects of baryon number
transport that, as the data suggest, may extend to high
pT . These measurements bring additional insight into
the hadron-hadron interaction and its description in the
context of QCD; they are as well instrumental in con-
straining phenomenological descriptions of that system.
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and renormalization scales set equal to pT . The mKKP set of fragmentation functions (solid red line on-line) produce the best
agreement with the π− and K+ data. The p and p̄ are compared with the calculation using the AKK set divided by 2 (dashed
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momentum but deteriorates at higher momenta.
An updated version of FFs that we refer to as the

“Albino, Kniehl and Kramer” (AKK) set has been ex-
tracted from more data made available recently [23]. It
reproduces well the p + p̄ distributions measured at mid-
rapidity by the STAR collaboration [24]. At high rapid-
ity, the contribution from gluons fragmenting into p or p̄
is dominant in this new set of FFs (≥ 80% for pT < 5
GeV/c [18]), and the calculated cross sections for both
particles consequently have nearly the same magnitude.
We thus compare the measured cross sections for p and
p̄ to the NLO calculation using the AKK FFs divided by
2 in the right-most panel of Fig. 3. The calculation is
close to the measured p cross section but it is almost an
order of magnitude higher than the measured p̄ distribu-
tion. We conclude that the AKK FFs cannot be used to
describe baryon yields at high rapidity because they fail
to reproduce the measured abundance of p̄ with respect
to p. We have ruled out the use of the standard KKP
FFs because they produce p + p̄ cross sections that are
smaller by a factor of ∼ 10 compared to the measurement
(not shown).

In summary, unbiased invariant cross sections of identi-

fied charged particles as function of pT were measured at
high rapidity in p+p collisions at

√
s = 200 GeV. NLO

pQCD calculations reproduce reasonably well the pro-
duced particle (pions and kaons) distributions but p and
p̄ cannot simultaneously be described well by any of the
available FFs. These results may show a limitation of
the factorized description of p+p cross sections, perhaps
because it does not include the effects of baryon number
transport that, as the data suggest, may extend to high
pT . These measurements bring additional insight into
the hadron-hadron interaction and its description in the
context of QCD; they are as well instrumental in con-
straining phenomenological descriptions of that system.

We thank Werner Vogelsang for providing us with the
NLO pQCD calculations shown in this letter as well as
many fruitful discussions during the preparation of this
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close to the measured p cross section but it is almost an
order of magnitude higher than the measured p̄ distribu-
tion. We conclude that the AKK FFs cannot be used to
describe baryon yields at high rapidity because they fail
to reproduce the measured abundance of p̄ with respect
to p. We have ruled out the use of the standard KKP
FFs because they produce p + p̄ cross sections that are
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